# Question 3: Lyrics Generation using RNN

# Importing Dependencies

import tensorflow as tf  
import numpy as np  
import os  
import time  
import pandas as pd

# Saving lyrics in a text file

df = pd.read\_csv('LYRICS\_DATASET.csv')  
df.head()

---------------------------------------------------------------------------  
NameError Traceback (most recent call last)  
<ipython-input-1-1073ba51982d> in <module>()  
----> 1 df = pd.read\_csv('LYRICS\_DATASET.csv')  
 2 df.head()  
  
NameError: name 'pd' is not defined

df['Lyrics'].to\_csv(r'all\_lyrics.txt', header=None, index=None, sep='\n', mode='a')

# Part 1

### Reading all\_lyrics.txt

path\_to\_file = 'lyrics\_dataset.txt'

text = open(path\_to\_file, 'rb').read().decode(encoding='utf-8')  
  
print ('{} characters'.format(len(text)))

389962 characters

print(text[:50])

I hate you for what you did  
And I miss you like a

### Getting a list of unique characters

vocab = sorted(set(text))  
print ('{} unique characters'.format(len(vocab)))

97 unique characters

#### Pre-processing

The model doesn't understand characters. So we need to convert it into **numbers**. Here we'll going to build a dictionary for character=>number and number=>character.

char2idx = {u:i for i, u in enumerate(vocab)}  
idx2char = np.array(vocab)  
  
text\_as\_int = np.array([char2idx[c] for c in text])

for char,\_ in zip(char2idx, range(20)):  
 print(' {:4s}: {:3d},'.format(repr(char), char2idx[char]))

'\n': 0,  
 ' ' : 1,  
 '!' : 2,  
 '"' : 3,  
 '&' : 4,  
 "'" : 5,  
 '(' : 6,  
 ')' : 7,  
 '\*' : 8,  
 ',' : 9,  
 '-' : 10,  
 '.' : 11,  
 '/' : 12,  
 '0' : 13,  
 '1' : 14,  
 '2' : 15,  
 '3' : 16,  
 '4' : 17,  
 '5' : 18,  
 '6' : 19,

Let's say we want to map this string to intergers:

I hate you for what

print ('{} {}'.format(repr(text[:20]), text\_as\_int[:20]))

'I hate you for what ' [34 1 60 53 72 57 1 77 67 73 1 58 67 70 1 75 60 53 72 1]

### Creating training examples and targets

Here we're going to break the text into sequence of seq\_length + 1 , for example let' say the string is Hello:

* Then input sequence becomes : "Hell"
* The output sequence becomes : "ello"

seq\_length = 100  
examples\_per\_epoch = len(text)//(seq\_length+1)  
  
char\_dataset = tf.data.Dataset.from\_tensor\_slices(text\_as\_int)  
  
for i in char\_dataset.take(5):  
 print(idx2char[i.numpy()] , end = "")

I hat

sequences = char\_dataset.batch(seq\_length+1, drop\_remainder=True)  
  
for item in sequences.take(5):  
 print(repr(''.join(idx2char[item.numpy()])))

"I hate you for what you did\nAnd I miss you like a little kid\nI faked it every time\nBut that's alright"  
'\nI can hardly feel anything\nI hardly feel anything at all\nYou gave me fifteen hundred\nTo see your hyp'  
'notherapist\nI only went one time\nYou let it slide\nFell on hard times a year ago\nWas hoping you would '  
'let it go, and you did\nI have emotional motion sickness\nSomebody roll the windows down\nThere are no w'  
"ords in the English language\nI could scream to drown you out\nI'm on the outside looking through\nYou'r"

### Mapping function

This function will split a string into input and target format:

def split\_input\_target(chunk):  
 input\_text = chunk[:-1]  
 target\_text = chunk[1:]  
 return input\_text, target\_text  
  
dataset = sequences.map(split\_input\_target)

### Creating training batches

# Batch size  
BATCH\_SIZE = 64  
BUFFER\_SIZE = 10000  
dataset = dataset.shuffle(BUFFER\_SIZE).batch(BATCH\_SIZE, drop\_remainder=True)  
dataset

<BatchDataset shapes: ((64, 100), (64, 100)), types: (tf.int64, tf.int64)>

vocab\_size = len(vocab)  
  
embedding\_dim = 256  
  
rnn\_units = 1500

### Define the model

**1. Embedding layer :** The input layer. A trainable lookup table that will map the numbers of each character to a vector with embedding\_dim dimensions

**2. GRU layer :** A type of RNN with size units=rnn\_units (LSTM could also be used here.)

**3. Dense layer :** The output layer, with vocab\_size outputs and 'RELU' as the activation fuction

**4. Dropout layer :** Benifits regularisation and prevents overfitting

def build\_model(vocab\_size, embedding\_dim, rnn\_units, batch\_size):  
 model = tf.keras.Sequential([  
   
 tf.keras.layers.Embedding(vocab\_size, embedding\_dim,  
 batch\_input\_shape=[batch\_size, None]),  
   
 tf.keras.layers.GRU(rnn\_units,  
 return\_sequences=True,  
 stateful=True,  
 recurrent\_initializer='glorot\_uniform'),  
  
 tf.keras.layers.Dense(vocab\_size,activation='relu'),  
   
 tf.keras.layers.Dropout(0.2),  
 ])  
 return model

model = build\_model(  
 vocab\_size = len(vocab),  
 embedding\_dim=embedding\_dim,  
 rnn\_units=rnn\_units,  
 batch\_size=BATCH\_SIZE)

for input\_example\_batch, target\_example\_batch in dataset.take(1):  
 example\_batch\_predictions = model(input\_example\_batch)  
 print(example\_batch\_predictions.shape, "# (batch\_size, sequence\_length, vocab\_size)")

(64, 100, 97) # (batch\_size, sequence\_length, vocab\_size)

model.summary()

Model: "sequential"  
\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_  
 Layer (type) Output Shape Param #   
=================================================================  
 embedding (Embedding) (64, None, 256) 24832   
   
 gru (GRU) (64, None, 1500) 7911000   
   
 dense (Dense) (64, None, 97) 145597   
   
 dropout (Dropout) (64, None, 97) 0   
   
=================================================================  
Total params: 8,081,429  
Trainable params: 8,081,429  
Non-trainable params: 0  
\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

def loss(labels, logits):  
 return tf.keras.losses.sparse\_categorical\_crossentropy(labels, logits, from\_logits=True)  
  
example\_batch\_loss = loss(target\_example\_batch, example\_batch\_predictions)  
print("Prediction shape: ", example\_batch\_predictions.shape, " # (batch\_size, sequence\_length, vocab\_size)")  
print("scalar\_loss: ", example\_batch\_loss.numpy().mean())

Prediction shape: (64, 100, 97) # (batch\_size, sequence\_length, vocab\_size)  
scalar\_loss: 4.574761

model.compile(optimizer='adam', loss=loss)

### Training

EPOCHS=15

history = model.fit(dataset, epochs=EPOCHS)

Epoch 1/15  
60/60 [==============================] - 16s 226ms/step - loss: 3.8047  
Epoch 2/15  
60/60 [==============================] - 14s 230ms/step - loss: 3.0052  
Epoch 3/15  
60/60 [==============================] - 14s 226ms/step - loss: 2.8308  
Epoch 4/15  
60/60 [==============================] - 14s 230ms/step - loss: 2.6977  
Epoch 5/15  
60/60 [==============================] - 14s 229ms/step - loss: 2.5962  
Epoch 6/15  
60/60 [==============================] - 14s 226ms/step - loss: 2.5086  
Epoch 7/15  
60/60 [==============================] - 14s 230ms/step - loss: 2.4329  
Epoch 8/15  
60/60 [==============================] - 15s 230ms/step - loss: 2.3640  
Epoch 9/15  
60/60 [==============================] - 14s 231ms/step - loss: 2.3023  
Epoch 10/15  
60/60 [==============================] - 14s 228ms/step - loss: 2.2419  
Epoch 11/15  
60/60 [==============================] - 14s 227ms/step - loss: 2.1842  
Epoch 12/15  
60/60 [==============================] - 14s 230ms/step - loss: 2.1323  
Epoch 13/15  
60/60 [==============================] - 15s 231ms/step - loss: 2.0592  
Epoch 14/15  
60/60 [==============================] - 14s 226ms/step - loss: 2.0040  
Epoch 15/15  
60/60 [==============================] - 14s 229ms/step - loss: 1.9413

import matplotlib.pyplot as plt  
plt.plot(history.history['loss'])  
plt.title('Loss per epoch')  
plt.ylabel('Loss')  
plt.xlabel('epoch')  
plt.legend(['train'], loc='upper right')  
plt.show()

![](data:image/png;base64,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)

### Part B: Trying different loss functions

### 1. Sparse Categorical Crossentropy

In part A, we use sparse\_categorical\_crossentropy as loss function.

**loss = 1.2670**

### 2. Mean Squared Error(MSE)

**loss = 6.6186**

model = build\_model(  
 vocab\_size = len(vocab),  
 embedding\_dim=embedding\_dim,  
 rnn\_units=rnn\_units,  
 batch\_size=BATCH\_SIZE)

model.compile(optimizer='adam', loss='mean\_squared\_error')

history = model.fit(dataset, epochs=EPOCHS)

Epoch 1/15  
60/60 [==============================] - 17s 251ms/step - loss: 5.6347  
Epoch 2/15  
60/60 [==============================] - 15s 248ms/step - loss: 5.3683  
Epoch 3/15  
60/60 [==============================] - 15s 248ms/step - loss: 5.4342  
Epoch 4/15  
60/60 [==============================] - 16s 249ms/step - loss: 5.4868  
Epoch 5/15  
60/60 [==============================] - 16s 249ms/step - loss: 6.8124  
Epoch 6/15  
60/60 [==============================] - 15s 247ms/step - loss: 6.5915  
Epoch 7/15  
60/60 [==============================] - 15s 248ms/step - loss: 6.5700  
Epoch 8/15  
60/60 [==============================] - 15s 248ms/step - loss: 6.5898  
Epoch 9/15  
60/60 [==============================] - 15s 246ms/step - loss: 6.5908  
Epoch 10/15  
60/60 [==============================] - 15s 246ms/step - loss: 6.6023  
Epoch 11/15  
60/60 [==============================] - 15s 246ms/step - loss: 6.6229  
Epoch 12/15  
60/60 [==============================] - 15s 245ms/step - loss: 6.6020  
Epoch 13/15  
60/60 [==============================] - 15s 247ms/step - loss: 6.6196  
Epoch 14/15  
60/60 [==============================] - 15s 246ms/step - loss: 6.5961  
Epoch 15/15  
60/60 [==============================] - 15s 247ms/step - loss: 6.6186

### 3. Mean Absolute Error(MAE)

**loss = 1.2670**

model = build\_model(  
 vocab\_size = len(vocab),  
 embedding\_dim=embedding\_dim,  
 rnn\_units=rnn\_units,  
 batch\_size=BATCH\_SIZE)

model.compile(optimizer='adam', loss='mean\_absolute\_error')

history = model.fit(dataset, epochs=EPOCHS)

Epoch 1/15  
60/60 [==============================] - 17s 251ms/step - loss: 6.0171  
Epoch 2/15  
60/60 [==============================] - 15s 248ms/step - loss: 5.5608  
Epoch 3/15  
60/60 [==============================] - 16s 250ms/step - loss: 5.3678  
Epoch 4/15  
60/60 [==============================] - 15s 248ms/step - loss: 5.5201  
Epoch 5/15  
60/60 [==============================] - 16s 248ms/step - loss: 5.6483  
Epoch 6/15  
60/60 [==============================] - 15s 246ms/step - loss: 5.5909  
Epoch 7/15  
60/60 [==============================] - 15s 246ms/step - loss: 5.4458  
Epoch 8/15  
60/60 [==============================] - 15s 245ms/step - loss: 5.5188  
Epoch 9/15  
60/60 [==============================] - 15s 246ms/step - loss: 5.5100  
Epoch 10/15  
60/60 [==============================] - 15s 248ms/step - loss: 5.6828  
Epoch 11/15  
60/60 [==============================] - 15s 246ms/step - loss: 5.5550  
Epoch 12/15  
60/60 [==============================] - 15s 247ms/step - loss: 5.6820  
Epoch 13/15  
60/60 [==============================] - 15s 248ms/step - loss: 5.5684  
Epoch 14/15  
60/60 [==============================] - 15s 248ms/step - loss: 5.5939  
Epoch 15/15  
60/60 [==============================] - 15s 248ms/step - loss: 5.5650

### Trying different optimizer

### 1. Adam

model = build\_model(  
 vocab\_size = len(vocab),  
 embedding\_dim=embedding\_dim,  
 rnn\_units=rnn\_units,  
 batch\_size=BATCH\_SIZE)

model.compile(optimizer='adam', loss=loss)

history = model.fit(dataset, epochs=EPOCHS)

Epoch 1/15  
60/60 [==============================] - 17s 244ms/step - loss: 3.8536  
Epoch 2/15  
60/60 [==============================] - 15s 244ms/step - loss: 2.9930  
Epoch 3/15  
60/60 [==============================] - 15s 244ms/step - loss: 2.8297  
Epoch 4/15  
60/60 [==============================] - 15s 244ms/step - loss: 2.6899  
Epoch 5/15  
60/60 [==============================] - 15s 244ms/step - loss: 2.5896  
Epoch 6/15  
60/60 [==============================] - 15s 243ms/step - loss: 2.5030  
Epoch 7/15  
60/60 [==============================] - 15s 243ms/step - loss: 2.4300  
Epoch 8/15  
60/60 [==============================] - 15s 243ms/step - loss: 2.3572  
Epoch 9/15  
60/60 [==============================] - 15s 244ms/step - loss: 2.2932  
Epoch 10/15  
60/60 [==============================] - 15s 243ms/step - loss: 2.2325  
Epoch 11/15  
60/60 [==============================] - 15s 243ms/step - loss: 2.1666  
Epoch 12/15  
60/60 [==============================] - 15s 242ms/step - loss: 2.1070  
Epoch 13/15  
60/60 [==============================] - 15s 242ms/step - loss: 2.0527  
Epoch 14/15  
60/60 [==============================] - 15s 243ms/step - loss: 1.9859  
Epoch 15/15  
60/60 [==============================] - 15s 243ms/step - loss: 1.9184

### 2. SGD

model = build\_model(  
 vocab\_size = len(vocab),  
 embedding\_dim=embedding\_dim,  
 rnn\_units=rnn\_units,  
 batch\_size=BATCH\_SIZE)

model.compile(optimizer='SGD', loss=loss)

history = model.fit(dataset, epochs=EPOCHS)

Epoch 1/15  
60/60 [==============================] - 17s 241ms/step - loss: 4.5277  
Epoch 2/15  
60/60 [==============================] - 15s 241ms/step - loss: 4.4182  
Epoch 3/15  
60/60 [==============================] - 15s 240ms/step - loss: 4.2954  
Epoch 4/15  
60/60 [==============================] - 15s 239ms/step - loss: 4.1525  
Epoch 5/15  
60/60 [==============================] - 15s 239ms/step - loss: 4.0031  
Epoch 6/15  
60/60 [==============================] - 15s 239ms/step - loss: 3.8829  
Epoch 7/15  
60/60 [==============================] - 15s 239ms/step - loss: 3.7986  
Epoch 8/15  
60/60 [==============================] - 15s 240ms/step - loss: 3.7425  
Epoch 9/15  
60/60 [==============================] - 15s 239ms/step - loss: 3.7182  
Epoch 10/15  
60/60 [==============================] - 15s 239ms/step - loss: 3.7059  
Epoch 11/15  
60/60 [==============================] - 15s 241ms/step - loss: 3.6980  
Epoch 12/15  
60/60 [==============================] - 15s 239ms/step - loss: 3.6984  
Epoch 13/15  
60/60 [==============================] - 15s 239ms/step - loss: 3.6976  
Epoch 14/15  
60/60 [==============================] - 15s 239ms/step - loss: 3.6969  
Epoch 15/15  
60/60 [==============================] - 15s 239ms/step - loss: 3.6936

### 3. Nadam

model = build\_model(  
 vocab\_size = len(vocab),  
 embedding\_dim=embedding\_dim,  
 rnn\_units=rnn\_units,  
 batch\_size=BATCH\_SIZE)

model.compile(optimizer='Nadam', loss=loss)

history = model.fit(dataset, epochs=EPOCHS)

Epoch 1/15  
60/60 [==============================] - 18s 251ms/step - loss: 4.1755  
Epoch 2/15  
60/60 [==============================] - 16s 250ms/step - loss: 3.4419  
Epoch 3/15  
60/60 [==============================] - 16s 251ms/step - loss: 2.9531  
Epoch 4/15  
60/60 [==============================] - 16s 249ms/step - loss: 2.7780  
Epoch 5/15  
60/60 [==============================] - 16s 249ms/step - loss: 2.5475  
Epoch 6/15  
60/60 [==============================] - 16s 249ms/step - loss: 2.4509  
Epoch 7/15  
60/60 [==============================] - 16s 251ms/step - loss: 2.3709  
Epoch 8/15  
60/60 [==============================] - 16s 249ms/step - loss: 2.3048  
Epoch 9/15  
60/60 [==============================] - 16s 249ms/step - loss: 2.2328  
Epoch 10/15  
60/60 [==============================] - 16s 249ms/step - loss: 2.1723  
Epoch 11/15  
60/60 [==============================] - 16s 250ms/step - loss: 2.1030  
Epoch 12/15  
60/60 [==============================] - 16s 249ms/step - loss: 2.0375  
Epoch 13/15  
60/60 [==============================] - 16s 250ms/step - loss: 1.9693  
Epoch 14/15  
60/60 [==============================] - 16s 251ms/step - loss: 1.8957  
Epoch 15/15  
60/60 [==============================] - 16s 249ms/step - loss: 1.8315

### Part C: Generating new lyrics

def generate\_text(model, chars\_to\_generate , temp , start\_string):  
 # Evaluation step (generating text using the learned model)  
  
 # Number of characters to generate  
 num\_generate = chars\_to\_generate  
  
 # Converting our start string to numbers (vectorizing)  
 input\_eval = [char2idx[s] for s in start\_string]  
 input\_eval = tf.expand\_dims(input\_eval, 0)  
  
 # Empty string to store our results  
 text\_generated = []  
  
 # Low temperatures results in more predictable text.  
 # Higher temperatures results in more surprising text.  
 # Experiment to find the best setting.  
 temperature = temp  
  
 # Here batch size == 1  
 model.reset\_states()  
 for i in range(num\_generate):  
 predictions = model(input\_eval)  
 # remove the batch dimension  
 predictions = tf.squeeze(predictions, 0)  
  
 # using a categorical distribution to predict the character returned by the model  
 predictions = predictions / temperature  
 predicted\_id = tf.random.categorical(predictions, num\_samples=1)[-1,0].numpy()  
  
 # We pass the predicted character as the next input to the model  
 # along with the previous hidden state  
 input\_eval = tf.expand\_dims([predicted\_id], 0)  
  
 text\_generated.append(idx2char[predicted\_id])  
  
 return (start\_string + ''.join(text\_generated))

from numpy import arange  
  
# Number of characters to generate (keep between 250 to 500)  
chars\_to\_generate = 500   
  
# Printing the generated text  
# Temperature 1.0 gives the craziest output and 0.1 gives the lowest varience  
# Keeping the temperature 0.35 gives best meaningful / coherent text.  
  
# Give the seed string as the first word of generate text  
print(generate\_text(model , chars\_to\_generate , 0.35 , start\_string=u"Baby "))  
  
# Uncomment below to check the variences ==>  
  
# for i in arange(0.1,1.1,0.1):  
# print("==============")  
# print("FOR TEMP : {} ".format(i))  
# print("==============")  
# print(generate\_text(model , chars\_to\_generate , i , start\_string=u"Love "))  
# print()

Baby out to the sturt gives to make it because I believe in us  
Tell me how long  
There's a fire too much  
I think I love you better now  
I'm in love with your body  
  
  
Oh honey  
I see the stars are the floor  
Masier the summer  
That you can see the stars that we say  
  
  
But I will never be the same  
  
  
But the fell in love with your body  
Oh many times, how many times, how much I wanna see you now  
I see the sumeching back a shoulders  
I'm sunch in the back of my through  
The sun line the lovers we need  
Like the sta