* The simulation results from frequentist methods shows the fixed cubic spline with random intercept has very similar performance as the GAM. The, the Bayesian stan model, I used fixed spline with random intercept first since site-specific spline can be very challenging due to large number of parameters to be estimated.

**Simulation results (1) 200 iteration:**

**Frequentist GAM**

**fitgam <- gam(y ~ A + s(k, site, bs = "fs", k = 5), data = dd, method="REML")**

bias rmse true\_value.se est.se coverage

0.018 0.575 0.576 0.234 59.500

**Bayesian GAM using posterior median**

**brm(y ~ A + s(k, site, bs = "fs", k = 5), data = dd, family = gaussian(), #cores = 4,**

**iter = 2500, warmup = 500, refresh = 0,**

**control = list(adapt\_delta = 0.9))**

bias rmse coverage

0.018 0.574 60.000

**Bayesian GAM using posterior mean**

bias rmse coverage

0.018 0.574 60.000
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Since spline can generate ns and bs, can I just update this step to be the cluster-specific spline and then fit the model, instead of define cluster in the stan code? But before that make sure the stan code with cluster specific spline is working or not.

**Start with simple**

1. One\_x\_nonlinear.R: y~nonlinear x + linear A

Frequentist gam cannot give a good coverage of 95%CI, repeat 20 times, almost always not covered

1. If fit linear GAM with same spline basis as the Bayesian non penalized version: the estimation is the same; so the problem comes from the penalization of GAM
2. Now we have a penalized Bayesian model and compare with the freqentist GAM, the coverage is better in Bayesian method. See 3. In gitkran