# Time Series Forecasting Using Neural Networks

# Introduction:

A time series [3] is a sequence of [data points](http://en.wikipedia.org/wiki/Data_point), typically consisting of successive measurements made over a time interval. Examples of time series are ocean [tides](http://en.wikipedia.org/wiki/Tides), counts of [sunspots](http://en.wikipedia.org/wiki/Sunspots), and the daily closing value of the [Dow Jones Industrial Average](http://en.wikipedia.org/wiki/Dow_Jones_Industrial_Average). Time series are very frequently plotted via [line charts](http://en.wikipedia.org/wiki/Line_chart). Time series are used in [statistics](http://en.wikipedia.org/wiki/Statistics), [signal processing](http://en.wikipedia.org/wiki/Signal_processing), [pattern recognition](http://en.wikipedia.org/wiki/Pattern_recognition), [econometrics](http://en.wikipedia.org/wiki/Econometrics), [mathematical finance](http://en.wikipedia.org/wiki/Mathematical_finance), [weather forecasting](http://en.wikipedia.org/wiki/Weather_forecasting), [earthquake prediction](http://en.wikipedia.org/wiki/Earthquake_prediction), [electroencephalography](http://en.wikipedia.org/wiki/Electroencephalography), [control engineering](http://en.wikipedia.org/wiki/Control_engineering), [astronomy](http://en.wikipedia.org/wiki/Astronomy), [communications engineering](http://en.wikipedia.org/wiki/Communications_engineering), and largely in any domain of applied [science](http://en.wikipedia.org/wiki/Applied_science) and [engineering](http://en.wikipedia.org/wiki/Engineering) which involves [temporal](http://en.wikipedia.org/wiki/Time) measurements.

Time series analysis comprises methods for analysing time series data in order to extract meaningful statistics and other characteristics of the data. Time series forecasting is the use of a [model](http://en.wikipedia.org/wiki/Model_%28abstract%29) to predict future values based on previously observed values. While [regression analysis](http://en.wikipedia.org/wiki/Regression_analysis) is often employed in such a way as to test theories that the current values of one or more independent time series affect the current value of another time series, this type of analysis of time series is not called "time series analysis", which focuses on comparing values of a single time series or multiple dependent time series at different points in time.

I will be concentrating here on the Neural Networks for the time series forecasting. I will use 3 different methods.

1. First Order Neural Networks with no regularization.
2. First Order Neural Networks with regularization.
3. Second Order Neural Networks using LM.

# Process:

As mentioned above I have used 3 different neural network algorithms to train the time series. I have not used any early stopping as I was looking to see how it would behave. Also, I played with number of hidden layers, learning rate and the weight\_decay parameters (for regularization). This is a single hidden layer (with multiple neurons) fully connected network. I have used python as the programming language. Also, while predicting future value for time series I have used actual values till that day and then predicted on next day. I could have done it other way as well e.g. I could have predicted say for Jan 1 2015 based on data till Dec 31 2014 and then for predicting Jan 2 2015, I could have been used the predicted value of Jan 1 2015 rather than actual value of the Jan 1 2015.

## First Order Neural Networks with no regularization:

The code for this is in the file NN.py and the TS\_first\_order.py. This one is generic. Passing wgt\_decay as 0.0 will make sure that no regularisation is being used. I have run it for different number of hidden layers and different values of learning eta. Below shown are some graphs.

## First Order Neural Networks with regularization:

The code for this is in the file NN.py and the TS\_first\_order.py. This one is generic. Passing wgt\_decay greater than 0.0 will make sure that regularisation is being used. I have run it for different number of hidden layers and different values of learning eta an different values of weight decays.. Below shown are some graphs.

## Second Order Neural Networks using LM:

The code for this is in the file NN\_2\_1.py and TS\_second\_order.py. Here I have used a single value of the learning\_eta(This is mu and this value will be muyltiplied withidenity matrix and will be added to H and then it will be reversed. Here I experimnetdd with different values of the hidden layers. Graphs are shown below. I have not used any early stopping as I was looking to see how it would behave. I have followed my approach as well as approaches discussed in [1] and [2].
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