# DengAI Model Results:

The goal of this competition as well as the one hosted by the joint efforts of different US Departments was to use climate data to be able to predict outbreaks of dengue. The project looked at different modeling approaches to try and use these climate features to predict the target variable total\_cases, more models than shown in the notebooks. The scoring metrics used to grade the performance of models submitted to these competitions is the Mean Absolute Error (MAE)

However, I won’t be participating in this competition, and only plan on using the dataset provided to try and predict the case numbers of dengue modeled by climate data for my learning. And as such, I did not consider other aspects of the evaluation the competition set forth such as the probability distribution of forecasts and peak incident probabilities of the predictions. I took an approach of finding a model that would best predict the case numbers that were provided without considering the holdout test set that wasn’t made public which would eventually be used to grade the performance of the models submitted by participants. Since I was limiting the scope of this project to just the years of data that were provided as the training sets to build the models on, I decided to use additional scoring metrics to evaluate my models that researchers studying the same theory[i-iv] found to be useful, such as the Root Mean Squared Error (RMSE), symmetric Mean Absolute Percentage Error (sMAPE), and R2, the coefficient of determination. The MAE and RMSE error scores are easier to digest as they provide the error scores in the same units as the test values, number of cases.

RMSE is the standard deviation of the residuals, the measure of how spread out the prediction errors are. An alternative to the RMSE was also used, though the scores are not presented, known as the Root Mean Squared Log Error. This metric wasn’t discussed in any of the research papers I found but does present some interesting characteristics relating to our task at hand. The RMSLE is similar to the RMSE but takes the log of the predictions and actual values when scoring the prediction error.

RMSLE is an interesting metric to consider for this dataset given the target variable is right-skewed with most of the total case numbers overall being under 100 in a week, and a large number of weeks having no cases of dengue recorded. RMSLE is also more resilient to outliers compared to RMSE, but the reason it was considered for this dataset was for the fact that it incurs a larger penalty for underestimation of the Actual value than for overestimation.[[1]](#footnote-0) More on that later.

The R2 metric, also seen sometimes in the notebooks as adjusted R2, indicates the goodness-of-fit of the model on the target variables. It indicates the proportion of the variance explained by the model over the total variance.

Getting into the results of the models, the first approach was a simple ordinary least squares linear regression model. As the cities display some form of cyclical pattern in the case numbers, the first model uses time data alone to forecast the case numbers. The predictions are cyclical as expected, and the errors for each city contradict each other. The predictions for San Juan, Puerto Rico overestimate the predictions. This may be due to the higher case numbers in the train set the model learned on, having a higher magnitude, and a higher number of outbreak periods than what is present in the test set. Iquitos is the opposite situation, having overall smaller weekly case numbers and smaller magnitude outbreak periods in the train set as those found in the test set.

Using the climate features instead, the seasonal cycle appears to still be present in San Juan, albeit much noisier and not a direct cycle each year. Though the forecasts still don’t capture the true values of the weekly case numbers in the test set, the MAE is lower than modeling off of the months alone, suggesting that the climate features do play a role on the dengue spread on the people of San Juan. On the other hand, modeling off of the climate data for Iquitos, the forecasts have less variance, producing a flatter prediction plot. As explained above, the train set for Iquitos overall provides smaller case numbers per sample for the model to learn from, and the predictions on the test set are on the magnitude of the weeks not belonging to an outbreak period. The two outbreak periods present in the test set for Iquitos are not captured well by the predictions. Due to these two periods and the flatter prediction plot, the predictions off of climate data alone produce a higher MAE than modeling off of the month variables alone.

The competition outline mentions seasonal auto-regressive moving average models as a possible forecasting model to utilize for predictions and was considered in this. The estimates offered by the SARIMAX model are the best forecasts for Iquitos, Peru of all the models tested. That is to say, the forecasts capture the variance in the case numbers the best, but that is not to say that these predicted values align with the true case numbers for the Iquitos test set well. In other models tested, the variance in the case numbers, given there weren’t many outbreak periods to learn from in the train set, was not captured as well but resulted in a much better scoring metrics. The model also had a wide confidence band, indicating there wasn’t a very strong correlation of the selected features to the case numbers, leaving a wide area of “wiggle room” for the predictions to fall in and still be considered by the model.

San Juan fairs worse than Iquitos with the SARIMAX model, having much worse metrics as well as predictions that don’t fit the true values well at all. The predictions are overall over-estimating the case numbers for average weeks and are also under-estimating the outbreak periods case numbers which again I would consider a consequence of the pattern in training data for the case numbers. Indeed the predictions don’t seem able to account for the variance or conditions of the features to meaningful increases in case numbers. Alongside that, the confidence band for San Juan is wider than that of Iquitos; wide enough that predictions well above the peak number of cases in the test set would still be considered possible by the model, and that is reflected by the error scores seen. I’d like to note once again that these models were trained on a subset of features, and the auto\_arima functionality provided by the pmdarima library were both cut short because of the limitations of my system, and the time-complexity required to utilize more features or more complex modeling by the function. And with different approaches and different resources, the results of these models may differ. The SARIMAX or other models in the ARIMA family seem more apt at handling the dataset for Iquitos than for San Juan and the forecasts produced followed the true case numbers better than any other model tried.

The last family of models presented in the notebooks both incorporate the Gradient Boosting framework. Gradient Boosting builds an ensemble of weak models such that the predictors minimize a loss function. Since there aren’t any climate features in particular that seem to correlate the strongest to the number of cases in a week, many weaker models should be able to capture the different magnitudes in the variance of both the target variable and the variances in the independent variables.

The Gradient Boosting Regressor model provided by the scikit-learn library doesn’t perform well with a Grid Search for the optimal hyper-parameters, and manual assistance is needed to find a predictor that returns the best predictions. Iquitos once again proves to be trouble to predict for and results in predictions that lie in between the lower weekly case numbers of non-outbreak weeks, and well below the higher case numbers of the outbreak weeks. These predictions again appear to stay about a mean learned number of cases, and the higher case numbers predicted aren’t strongly associated with spikes in case numbers seen by the true values for Iquitos, which can be seen in some weeks predicted where the increase in case numbers falls in line with a decrease in the true case numbers for that week. As the ARIMA family of models seemed most appropriate for Iquitos, the Gradient Boosting family of models seems to be working modestly well with San Juan data. The overall performance of the predictions for San Juan are noticeably higher for almost all non-outbreak weeks, almost double the true number of cases for the given week, but the first outbreak season appears to be modeled better than any of the models seen previously, though there the predictions vary greatly within that period and aren’t consistent high like ought. The second outbreak period towards the tail end of the test set is still lacking in predictive accuracy with slightly higher case numbers being predicted a few months in advance of what is seen in San Juan. This model does seem to be capturing the small variances of the case numbers more for San Juan, though this doesn’t aid the predictive ability for the outbreak weeks.

This notebook introduced additional features engineered to the models, and reducing the feature space to a smaller subset to bolster their influence seems to hinder the model performance for the outbreak weeks by producing smaller predicted values but also improve the over-predictions of the non-outbreak weeks by reducing these predicted values as well for both cities. This model offers the worst metrics thus far for San Juan, keeping in mind that the ARIMA models were predicting the monthly sum of cases rather than weekly case numbers. It does however seem to produce predictions that are of the same magnitude, to an extent, with the pattern of the case numbers of the test set for the first outbreak period.

The second modeling approach that was tried is provided by the XGBoost library, which stands for eXtreme Gradient Boosting, and as the name implies, is a more robust and advanced package for building parallel Gradient Boosting Trees.

The resulting predictions for Iquitos are very slightly better in terms of prediction metrics, though the model is still not accounting for the outbreak periods well at all. The results don’t seem to exhibit the conflicting pattern as seen prior, with GradientBoosting Regressor, of higher predicted values during weeks of decreasing case numbers. The predicted values are still primarily modeling the values of the non-outbreak weeks, and don’t see any dramatic rise in predicted values for any week. San Juan is drastically different in the predicted values, no longer over-predicting across the whole of the test set, and staying more in line with the weekly case numbers of non-outbreak weeks. This does however nearly eliminate the benefit regular GradientBoosting Trees provided, this being the capability to somewhat predict case numbers in along the same magnitude as in some of the outbreak periods; while the MAE and sMAPE metrics are improved significantly, the RMSE metrics is unaffected. I’ve found that the XGBoost model improves when a sample weight is specified during the fit to the data.

There are different approaches for what sample weight should be specified to the model, and the one that I found seemed to work the best out of what I’ve tried was the square root of the train set case numbers with a small error term to account for the weeks with 0 cases. This approach didn’t aid in predictions for Iquitos, nor did any other approach considered. The results for San Juan, with the sample weights specified, is more prone to over-predicting for the non-outbreak weeks than without, but the first outbreak period predictions are some greater than the surrounding weeks, but are still not able to reach the neighborhood of the very high case numbers that the regular GradientBoosting model was able to achieve. It does nevertheless predict, for the first outbreak periods, that there may be some significant increases in case numbers for San Juan, and these weeks may warrant monitoring and having a response ready if needed. Unfortunately, the second outbreak period later in the test set is still eluding the model, and no significant spike in case numbers for these weeks is predicted.

Again using a subset of features, the resulting predictions for Iquitos are nearly identical as with the full feature set, and result in slightly worse metrics scores, though this difference is inconsequential. The already spotty predictions of San Juan XGBoost are made even more erratic with using a feature subset. The results are more erratic throughout the test set, but also capture the severity of the first outbreak better, but the inconsistent magnitude of case numbers predicted is still present. The second outbreak season is still lacking in the scale of case numbers predicted by the model, but the reduced number of features learned improves the sum number of cases predicted during that period.

There are many different approaches to modeling this dataset such as: modeling the log-transformed case numbers for each city, scaling the features and target variables, applying different weights to models on the train sets, and many different models were attempted for predicting the case numbers. In the end, there were no off the shelf modeling approaches that best estimated the case numbers for the test set of climate data for either city; some that resulted in close approximations but most were lacking prediction accuracy for the outbreak periods for each city. Overall, it seems that different approaches will need to be considered for each city, for example, the ARIMA family of models was seen to perform the best for the Iquitos dataset, while a tree-based approach such as the GradientBoosting models seemed better for the San Juan data, which is not to say that they performed well.

One of the issues present in both datasets is the fact that the training set contains different patterns in case number history as to that found in the testing set. Iquitos contains a smaller number of outbreak weeks that matched the severity of dengue spread compared to the outbreak weeks in the test set, and San Juan offers more outbreak periods that had more dengue cases than the spikes in case numbers that were found in the testing set. A smaller testing set can be used to allow for the models to learn some of these differences better, but that would limit the ability to test the predictions against the true values in the test set. This project took the approach of modeling the data as a time series, which doesn’t allow for the data to be shuffled but instead be modeled chronologically. Shuffling the samples so the models can learn from different points in time could aid in capturing the impact different features have on the case numbers instead of considering the trend in the variables.

MAE doesn’t seem to be the most informative metric to consider when the model performance during the outbreak periods plays importance. Many models performed better than others in the MAE scores while having predictions that didn’t match up well with the true number of cases, and were severely under-predicting the case numbers during the outbreaks. When trying to model the data to minimize this error score, the predictions are more inclined to result in lower values, ones more in line with the average case numbers of the non-outbreak weeks since there were much more of these weeks and far fewer weeks of outbreak cases. As explained above, when the goal of the modeling exercise is to predict outbreaks and the prediction accuracy of the lower non-outbreak week case numbers, it seems the RMSE and RMSLE metrics were more appropriate to try to minimize instead.

An ARIMA family model seems to be more appropriate for Iquitos and a tree-based model with a proper scoring metric specified was a more appropriate approach for the San Juan dataset. Something which was not attempted but may prove beneficial to higher prediction accuracy would be to build an ensemble of models, learning the residuals from one of these models and trying to learn from the differences between the true case numbers and the initially predicted case numbers to build a deeper learning pipeline.
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![\text{RMSLE}(y, \hat{y}) = \sqrt{\frac{1}{n_\text{samples}} \sum_{i=0}^{n_\text{samples} - 1} (\log_e (1 + y_i) - \log_e (1 + \hat{y}_i) )^2}](data:image/gif;base64,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)

![R^2(y, \hat{y}) = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}](data:image/gif;base64,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)

![\text{sMAPE}(y, \hat{y}) = {\frac{1}{n_\text{samples}} \sum_{i=1}^{n} \frac{|\hat{y_i} - y_i|}{|\hat{y_i}| + |y_i|}}](data:image/gif;base64,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)

1. <https://medium.com/analytics-vidhya/root-mean-square-log-error-rmse-vs-rmlse-935c6cc1802a> [↑](#footnote-ref-0)