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# Faktoranalüüs ja peakomponentide analüüs

Nagu ilmselt teate, on olemas 2 lähedast meetodit: **faktoranalüüs** ja **peakomponentide analüüs**. Mõlema eesmärgiks on taandada suurem muutujatekogum väikseks arvuks liitmuutujateks. Sageli annavad mõlemad sarnase lõpptulemuse, kuid vahel võivad meetodite tulemused ka erineda.

**Faktoranalüüsi** eesmärk on kirjeldada mingit suuremat hulka tunnuseid väiksema arvu hüpoteetiliste tunnuste ehk faktorite kaudu.  
**Peakomponentide analüüsi** eesmärk on välja selgitada väiksem hulk komponente, mis vastutavad esialgsete muutujate varieeruvuse eest.  
Faktoranalüüs ja peakomponentide analüüs on matemaatilises mõttes erinevad. Faktoranalüüsi käigus eeldatakse, et mõõdetud muutujate varieeruvuse eest vastutavad tekkivad ühisfaktorid ja unikaalsed faktorid. Peakomponentide analüüsi käigus tekitatakse uued muutujad lihtsalt kui lineaarkombinatsioonid mõõdetud muutujatest (vaadake loengu konspektist jooniseid). Faktoranalüüsi on mõistlik kasutada, kui uurija on huvitatud faktoritest, mis vastutavad teatud hulga mõõdetud muutujate varieeruvuse eest. Peakomponentide analüüsi tuleks kasutada, kui uurija soovib lihtsalt andmeid taandada.

# Faktoranalüüs

Faktoranalüüsi tegemiseks on R-is vähemalt paar erinevat võimalust. Antud praktikumis kasutame lisamooduli *psych* faktoranalüüsi funktsioone. Installime kõigepealt vajalikud lisamoodulid *psych* ja *GPArotation* (see on vajalik faktormudeli pööramiseks).

install.packages("psych")  
install.packages("GPArotation")

library(psych)  
library(GPArotation)

Vaatame alustuseks suheliselt lihtsat faktormudelit, mille puhul teame, et sellel on 2-faktoriline struktuur. Laadige R'i andmestik nimega *bfi*.

bfi <- read.csv("bfi.csv")

See andmestik on kaasas lisamooduliga *psych*. Tegemist on 2800 inimese vastustega 25-le Suure Viisiku isiksuseomadusi puudutavele väitele. Väited ise on ära toodud tabelis nimega *bfi.dictionary*. (Lisamoodulis paiknevaid näidisandmestikke pole RStudio Environment-paneelis näha, aga neid saab näha kirjutades tabeli nime konsoolile.) Jätame alles kümne esimese väite andmed, mis puudutavad kahte isiksuseomadust: sotsiaalsust ja meelekindlust.

bfi2 <- bfi[,1:10]

## Liiga nõrgad ja liiga tugevad seosed

Faktoranalüüsi alguspunktiks on analüüsi kaasatavate muuutjate vaheliste korrelatsioonide maatriks. Mõistliku faktorlahendi eelduseks on paraja tugevusega korrelatsioonide kogumid maatriksis. See tähendab, et muutujad, mis seostuvad teistega liiga nõrgalt või liiga tugevalt, võivad osutuda probleemseks. **Bartletti test** näitab, kas maatriksis on liiga palju nõrku korrelatsioone. (Täpsemalt öeldes võrdleb see korrelatsioonimaatriksit sellise maatriksiga, millel on väljaspool peadiagonaali nullid.) Bartletti testi saab kasutada *psych* mooduli funktsiooni *cortest.bartlett* abil.

cortest.bartlett(bfi2)

## R was not square, finding R from data

## $chisq  
## [1] 5664.893  
##   
## $p.value  
## [1] 0  
##   
## $df  
## [1] 45

Praegusel juhul on p-väärtus alla 0.05. P-väärtus üle 0.05 näitab probleeme nõrkade korrelatsiooniseoste rohkusega. Sellisel juhul tuleks vaadata korrelatsioonimaatriksit ennast ning katsuda üles leida muutujad, mille puhul esineb vaid üksikuid korrelatsioone väärtusega üle 0.3-e. Nende muutujate puhul tuleks kaaluda faktoranalüüsist välja jätmist. Korrelatsioonimaatriksi saab funktsiooni *cor* abil (mille argument *use="complete"* jätab arvutustest välja puuduvate väärtustega andmeread). Funktsioon round selle ümber aitab ümmardada korrelatsioonikordajad kahe komakohani.

bfi2matrix <- round(cor(bfi2, use="complete"), 2)  
bfi2matrix

## A1 A2 A3 A4 A5 C1 C2 C3 C4 C5  
## A1 1.00 -0.34 -0.27 -0.15 -0.18 0.02 0.01 -0.02 0.12 0.05  
## A2 -0.34 1.00 0.49 0.34 0.39 0.10 0.13 0.19 -0.15 -0.12  
## A3 -0.27 0.49 1.00 0.36 0.51 0.10 0.14 0.12 -0.12 -0.15  
## A4 -0.15 0.34 0.36 1.00 0.31 0.10 0.23 0.13 -0.16 -0.25  
## A5 -0.18 0.39 0.51 0.31 1.00 0.13 0.11 0.13 -0.12 -0.17  
## C1 0.02 0.10 0.10 0.10 0.13 1.00 0.44 0.32 -0.35 -0.26  
## C2 0.01 0.13 0.14 0.23 0.11 0.44 1.00 0.37 -0.39 -0.30  
## C3 -0.02 0.19 0.12 0.13 0.13 0.32 0.37 1.00 -0.35 -0.35  
## C4 0.12 -0.15 -0.12 -0.16 -0.12 -0.35 -0.39 -0.35 1.00 0.48  
## C5 0.05 -0.12 -0.15 -0.25 -0.17 -0.26 -0.30 -0.35 0.48 1.00

Korrelatsioonimaatriksi determinandi abil saame uurida vastupidise probleemi ehk liiga tugevate korrelatsioonide esinemist.

det(bfi2matrix)

## [1] 0.1243472

Probleeme multikollineaarsusega (ehk liiga tugevate muuutjate vaheliste seostega) näitab determinandi väärtus alla (ehk ). Kui probleemne multikollineaarsus siiski kinnitust leiab, tuleks korrelatsioonimaatriksist üles otsida kordajad üle 0.9 ja üks vastavatest muutujatest välja jätta. Vahel võib probleeme valmistada ka olukord, kus 3 muutujat korreleeruvad kõik omavahel 0.6 kanti.

## Faktormudeli koostamine

Faktoranalüüsi siseselt olemas erinevaid faktorite leidmise meetode. Üheks peamiseks valikukriteeriumiks võiks olla, kas me soovime üldistada leitavat faktorstruktuuri suuremale populatsioonile (eeldusel, et meie valim koosneb populatsioonist juhuslikult valitud inimestest) või piirduda ainult selle valimiga, mille peal arvutusi tegema hakkame. Populatsioonile üldistamist võimaldavatest on tuntuim suurima tõepära (*maximum likelihood*) meetod. Kui üldistamise vajadust pole, võib kasutada peatelgede meetodi (*principal axis*) või eelmainitud peakomponentide analüüsi. Peatelgede meetodi soovitatakse eelistada ka siis, kui analüüsi kaasatavates andmetes esineb normaaljaotusest kõrvalekalduvaid muutujaid.

Teeme *psych* mooduli funktsiooni *fa* abil 2-faktorilise mudeli kasutades faktorite leidmiseks suurima tõepära meetodi ja faktorite pööramiseks varimax-meetodi. Laseme välja arvutada ka faktorskoorid. Salvestame mudeli nimega *fa.mudel1*.

fa.mudel1 <- fa(bfi2, nfactors=2, rotate="varimax", fm="ml", scores=TRUE)

Funktsiooni *fa* esimeseks argumendiks on tabeli nimi, milles paiknevad toorandmed. ülejäänud funktsiooni *fa* argumendid tähendavad järgmist:

* *nfactors* - faktorite arv.
* *fm* - faktorite leidmise meetod. *fm=ml* suurima tõepära meetod (mõistlik kui soovida üldistada faktorstruktuuri antud valimilt tervele populatsioonile), *fm=pa* peatelgede meetod (järeldused piiratud antud valimiga).
* *rotate* - kas pöörata faktorlahendit ja millise meetodiga. *rotate= none* jätab pööramata, *rotate=varimax* pöörab faktoreid ortogonaalselt, *rotate= oblimin* pöörab faktoreid kaldnurkselt (see on vaikimisi väärtus).
* *scores* - kui soovime arvutada faktorskoore, tuleks sellele argumendi väärtuseks märkida *scores=TRUE*.

Faktoranalüüsile võib toorandmete asemel ette anda ka korrelatsioonimaatriksi ja osalejate arvu (st toorandmete ridade arvu). See variant tuleb kasuks väga suurte andmestike korral (rohkem kui 100 000 rida), mille puhul toorandmetega faktoranalüüs võib kujuneda üsna ajamahukaks. Kuna me oleme eelnevalt salvestanud korrelatsioonimaatriksi nimega "bfi2matrix"", siis praegusel juhul annaks allolev koodirida sama tulemuse kui ülaltoodud. Selle lähenemise puuduseks on aga, et vastajate kohta ei saa arvutada faktorskoore, mis näitavad vastaja asukohta faktoril ja mida on võimalik kasutada mingites edasistes arvutustes.

#Faktoranalüüs korrelatsioonimaatriksiga  
fa.mudel1.maatriksiga <- fa(bfi2matrix, n.obs=2800, nfactors=2, rotate="varimax", fm="ml")

# Peakomponentide analüüs

Peakomponentide analüüsi saab teha funktsiooni *principal* abil. Selle argumendid on samad mis funktsioonil *fa* (välja arvatud puuduv faktorite leidmise meetodi argument *fm*). Ülaltoodud faktoranalüüsi mudelile analoogse peakomponentide mudeli saaksime teha nii:

pc.mudel1 <- principal(bfi2, nfactors=2, rotate="varimax", scores=TRUE)

# Faktormudeli väljund

Faktormudeli *fa.mudel1* väljundi saame kätte sellesama nime abil. Samas on ehk natuke kavalam kasutada funktsiooni *print.psych*, millele saame argumendi *cut* abil anda piirväärtuse, millest väiksemad faktorlaadungid ära peidetakse. Mitteoluliste laadungite peitmine teeb faktormudeli tõlgendamise reeglina lihtsamaks. Peidame ära 0.3-st väiksemad laadungid. Samuti saame argumendi *sort=TRUE* abil reastada laadungid faktorite siseselt suuruse järgi.

print.psych(fa.mudel1, cut=0.3, sort=TRUE)

## Factor Analysis using method = ml  
## Call: fa(r = bfi2, nfactors = 2, rotate = "varimax", scores = TRUE,   
## fm = "ml")  
## Standardized loadings (pattern matrix) based upon correlation matrix  
## item ML2 ML1 h2 u2 com  
## C4 9 -0.65 0.43 0.57 1.0  
## C2 7 0.61 0.39 0.61 1.0  
## C5 10 -0.57 0.35 0.65 1.1  
## C1 6 0.55 0.30 0.70 1.0  
## C3 8 0.54 0.30 0.70 1.1  
## A3 3 0.75 0.57 0.43 1.0  
## A2 2 0.65 0.44 0.56 1.1  
## A5 5 0.62 0.39 0.61 1.1  
## A4 4 0.46 0.26 0.74 1.4  
## A1 1 -0.38 0.15 0.85 1.0  
##   
## ML2 ML1  
## SS loadings 1.80 1.78  
## Proportion Var 0.18 0.18  
## Cumulative Var 0.18 0.36  
## Proportion Explained 0.50 0.50  
## Cumulative Proportion 0.50 1.00  
##   
## Mean item complexity = 1.1  
## Test of the hypothesis that 2 factors are sufficient.  
##   
## The degrees of freedom for the null model are 45 and the objective function was 2.03 with Chi Square of 5664.89  
## The degrees of freedom for the model are 26 and the objective function was 0.17   
##   
## The root mean square of the residuals (RMSR) is 0.04   
## The df corrected root mean square of the residuals is 0.05   
##   
## The harmonic number of observations is 2762 with the empirical chi square 403.51 with prob < 2.4e-69   
## The total number of observations was 2800 with MLE Chi Square = 464.04 with prob < 9.2e-82   
##   
## Tucker Lewis Index of factoring reliability = 0.865  
## RMSEA index = 0.078 and the 90 % confidence intervals are 0.071 0.084  
## BIC = 257.67  
## Fit based upon off diagonal values = 0.98  
## Measures of factor score adequacy   
## ML2 ML1  
## Correlation of scores with factors 0.85 0.87  
## Multiple R square of scores with factors 0.72 0.75  
## Minimum correlation of possible factor scores 0.44 0.50

Väljundis on esimesena näha **faktorlaadungite** tabel (Standardized loadings...). Laadung näitab väite ja faktori vahelise korrelatsioonikordaja väärtust (kaldnurkse pööramise korral regressioonikordaja). Iga väite/muutuja puhul tuleks vaadata, millisele faktorile see tugevalt laadub. Rusikareegilina võib oluliseks pidada laadungit absoluutväärtusega (sõltuvalt valimi suurusest). Seejärel tuleks faktoreid tõlgendada. Faktorite tähendus moodustub neile tugevalt laaduvatest muutujatest. Mis on ühele faktorile tugevalt laaduvate muutujate ühisosa? Antud juhul näeme, et sotsiaalsusega seotud väidete (tunnused A1-A5) suuremad laadungid ongi koondunud ühte faktorisse ja meelekindluse väited (C1-C5) teise faktorisse. Mida suurem laadungi absoluutväärtus, seda olulisem on muutuja faktori tõlgendamisel. Arvesse tuleks võtta ka faktorlaadungi märki. Nt väide A1 seostub faktoriga negatiivselt (tabelist bfi.dictionary võib näha, et väite sisu on *Am indifferent to the feelings of others*), samas kui nt A2 (*Inquire about others' well-being*) seostub faktoriga positiivselt. Sarnane on lugu ka meelekindluse väidete puhul. Väited C4 (*Do things in a half-way manner*) ja C5 (*Waste my time*) seostuvad faktoriga negatiivselt, samas kui ülejäänud väited positiivselt.

Lisaks laadungitele on tabeli paremas servas veel paar tulpa. Tulbas nimega *h2* paiknevad **kommunaliteedid**, mis näitavad kui suure osa muutuja variatiivususest faktorid summaarselt ära kirjeldavad. Kui mõne väite kommunaliteet on teistest oluliselt väiksem, tasub kaaluda selle analüüsist välja jätmist, kuna pole teistega lineaarselt seotud. Tulbas *u2* olevad arvud näitavad iga muutuja unikaalse variatiivsuse hulka (st nad on see osa tunnuse varitiivsusest, mis kommunaliteedist üle jääb). Funktsiooni *fa* väljundis on laadungite tabelil veel üks tulp *com* (ehk *complexity*, keerukus). Näitaja iseloomustab faktorite arvu, mida antud faktorlahendis muutuja kirjeldamiseks vaja läheb. Allpool on ära toodud ka keskmine keerukus, mida saab kasutada erinevate faktormudelite võrdlemiseks. Kuna me tahame, et faktorstruktuur oleks võimalikult lihtne (st iga muutuja seostuks ainult ühe faktoriga), siis mida lähemal on keskmine keerukus 1-le, seda parem faktormudel.

Faktorlaadungite tabeli all näeme faktorite **omaväärtusi** (*SS loadings ehk sum of squared loadings*). Samuti näeme, kui suure osa andmete hajuvusest iga faktor seletab (*Proportion Var*) ja kui suure osa faktorite poolt seletatavast hajuvusest mingi faktor seletab(*Proportion Explained*). Lisaks on kaks viimast näitajat ära toodud ka kumulatiivselt. Kui tahame teada, kui suure osa andmete hajuvusest antud mudeli faktorid ära kirjeldavad, tuleks vaadata rea *Cumulative var* kõige parempoolsemat väärtust.

Omaväärtuste ja seletusprotsentide tabelist allapoole on ära toodud veel mudeli sobitusastme näitajad. Funktsiooni *fa* puhul on näitajaid oluliselt rohkem, kui funktsiooni *principal* puhul. Näitaja *Fit based upon off diagonal values* põhineb mudeli jääkide ja tegelike korrelatsioonide suhtelise suuruse võrlemisel. Jäägid kujutavad endast mudeli järgi taastatud korrelatsioonimaatriksi ja tegeliku korrelatsioonimaatriksi vahelisi erinevusi. Antud näitaja on saadud jagades jääkide ruutsumma tegelike korrelatsioonide ruutsummaga ja lahutades saadud arvu 1-st. Väärtused üle 0.95-e näitavad mudeli head sobitusastet.

# Faktorite pööramine: ortogonaalne ehk täisnurkne ja kaldnurkne

Pööramise eesmärgiks on saavutada võimalikult lihtne faktorstruktuur, kus iga muutuja laaduks tugevalt ainult ühele faktorile ja teistele nõrgalt. Matemaatiliselt pööramine faktorlahendi põhiolemust ei muuda: summaarne seletusprotsent ja tunnuste kommunaliteedid jäävad samaks. Kuid faktorlahend muutub lihtsamini tõlgendatavaks ja omaväärtused jaotuvad faktorite vahel ühtlasemalt. Teeme uue faktormudeli, mille jätame pööramata ja vaatame praegu ainult selle laadungeid.

fa.mudel2 <- fa(bfi2, nfactors=2, rotate="none")  
fa.mudel2$loadings

##   
## Loadings:  
## MR1 MR2   
## A1 -0.292 -0.246  
## A2 0.577 0.320  
## A3 0.638 0.408  
## A4 0.490 0.126  
## A5 0.550 0.301  
## C1 0.383 -0.396  
## C2 0.466 -0.412  
## C3 0.436 -0.337  
## C4 -0.490 0.438  
## C5 -0.474 0.351  
##   
## MR1 MR2  
## SS loadings 2.387 1.190  
## Proportion Var 0.239 0.119  
## Cumulative Var 0.239 0.358

Nagu näha laaduvad pea kõik väited kõige tugevamalt esimesele faktorile ja samuti kalduvad mitmed väited laaduma üsna võrdselt mõlemale faktorile. Sellist olukorda on keeruline tõlgendada.

Eristatakse kahte tüüpi pööramist: ortogonaalset ehk täisnurkset ja mitteortogonaalset ehk kaldnurkset. Enne pööramist on faktorid sõltumatud, nad ei ole omavahel korreleeritud. **Ortogonaalne pööramine** jätabki olukorra selliseks. Faktorite vahelised korrelatsioonid ei ole lubatud ja kõiki faktoreid pööratakse ühepalju. **Kaldnurkse pööramise** puhul on faktorite vahelised korrelatsioonid lubatud ja iga faktorit võib pöörata erineval määral. Otsus kumba pööramist eelistada, peaks tuginema eelkõige teoreetilistele kaalutlustele. Kui me eeldame, et faktorid peaksid olema üksteisest sõltumatud, tuleks eelistada ortogonaalset pööramist. Kui aga teooria ütleb, et faktorid on omavahel korreleeritud, on mõistlik valida kaldnurkne pööramine. Esimese mudeli puhul kasutasime pööramiseks ortogonaalset *varimax* meetodi. Teeme veel ühe faktormudeli kasutades seekord pööramiseks kaldnurkset *oblimin* meetodi ja vaatame selle väljundit. Kaldnurkse pööramise puhul on omaväärtuste ja seletusprotsentide tabeli all näha faktoritevaheliste korrelatsioonide tabel (*With factor correlations of*)

fa.mudel3 <- fa(bfi2, nfactors=2, rotate="oblimin", fm="ml")  
print.psych(fa.mudel3, cut=0.3)

## Factor Analysis using method = ml  
## Call: fa(r = bfi2, nfactors = 2, rotate = "oblimin", fm = "ml")  
## Standardized loadings (pattern matrix) based upon correlation matrix  
## ML2 ML1 h2 u2 com  
## A1 -0.40 0.15 0.85 1.1  
## A2 0.65 0.44 0.56 1.0  
## A3 0.77 0.57 0.43 1.0  
## A4 0.44 0.26 0.74 1.2  
## A5 0.62 0.39 0.61 1.0  
## C1 0.57 0.30 0.70 1.0  
## C2 0.62 0.39 0.61 1.0  
## C3 0.54 0.30 0.70 1.0  
## C4 -0.66 0.43 0.57 1.0  
## C5 -0.57 0.35 0.65 1.0  
##   
## ML2 ML1  
## SS loadings 1.80 1.78  
## Proportion Var 0.18 0.18  
## Cumulative Var 0.18 0.36  
## Proportion Explained 0.50 0.50  
## Cumulative Proportion 0.50 1.00  
##   
## With factor correlations of   
## ML2 ML1  
## ML2 1.00 0.32  
## ML1 0.32 1.00  
##   
## Mean item complexity = 1  
## Test of the hypothesis that 2 factors are sufficient.  
##   
## The degrees of freedom for the null model are 45 and the objective function was 2.03 with Chi Square of 5664.89  
## The degrees of freedom for the model are 26 and the objective function was 0.17   
##   
## The root mean square of the residuals (RMSR) is 0.04   
## The df corrected root mean square of the residuals is 0.05   
##   
## The harmonic number of observations is 2762 with the empirical chi square 403.51 with prob < 2.4e-69   
## The total number of observations was 2800 with MLE Chi Square = 464.04 with prob < 9.2e-82   
##   
## Tucker Lewis Index of factoring reliability = 0.865  
## RMSEA index = 0.078 and the 90 % confidence intervals are 0.071 0.084  
## BIC = 257.67  
## Fit based upon off diagonal values = 0.98  
## Measures of factor score adequacy   
## ML2 ML1  
## Correlation of scores with factors 0.86 0.88  
## Multiple R square of scores with factors 0.74 0.77  
## Minimum correlation of possible factor scores 0.49 0.54

Nagu näha on esimese ja teise faktori vaheline korrelatsioon 0.32. Faktorite-vahelist korrelatsiooni 0.3 peetakse üldiselt piiriks, millest ülespoole on mõistlik kasutada kaldnurkset pööramist. Paistab, et praegusel juhul võiks selle kasutamine olla üsna õigustatud.

# Faktorskoorid

Kui me ülalpool tegime mudeli nimega *fa.mudel1*, tellisime funktsioonilt *fa* ka faktorskooride arvutamise. Skoorid näitavad, kus iga vastaja antud faktoril paikneb. Skooride arvutamiseks kasutatakse inimeste vastuseid väidetele ja faktorlaadungeid. ülimalt lihtsustades võib öelda, et inimese faktorskoor saadakse korrutades iga väite vastuse selle väite laadungiga ning need korrutised liidetakse kokku. (Tegelikkuses on arvutused natuke keerulisemad. Kõigepealt arvutatakse välja faktorskoori koefitsiendid, mis saadakse laadungite maatriski korrutamisel algse korrelatsioonimaatriksi pöördmaatriksiga ning neid koefitsiente hakatakse siis korrutama ja kokku liitma.)

Faktorskoore saab kasutada edasistes arvutustes, nt võime uurida, kas faktor seostub mingite teiste muutujatega. Skoorid saame mudelist kätte lisades mudeli nime lõppu dollari märgi ja *scores*. Salvestame skoorid eraldi tabelisse ja vaatame esimesi ridu.

skoorid <- data.frame(fa.mudel1$scores)  
head(skoorid)

## ML2 ML1  
## 1 -1.27844873 -0.7124483  
## 2 -0.32662402 -0.1800717  
## 3 -0.08592883 -0.4411720  
## 4 -1.16441242 0.3510889  
## 5 0.09540107 -0.8738702  
## 6 1.31971289 0.2043487

R on pannud faktoritele mittemidagiütlevad nimed ML2 ja ML1. Eelnevalt nägime faktorlaadungite tabelist, et esimesele faktorile laadusid tugevamalt meelekindluse väited ja teisele sotsiaalsuse väited. Nimetame selguse huvides faktorid ümber: paneme meelekindluse faktorile nimeks C (nagu *Conscientiousness*) ja sotsiaalsuse faktorile A (nagu *Agreeableness*).

colnames(skoorid) <- c("C", "A")

### Ülesanne 1

Andmestikus nimega *bfi*, millest andmed algselt pärinesid, on olemas ka info vastajate soo ja vanuse kohta. Vaadake t-testi abil, kas meeste ja naiste sotsiaalsuse skoorid erinevad. (Vihje: skoorid on tabelis nimega A)

Erinevus on statistiliselt oluline. T-testi väljundi kahelt viimaselt realt näeme, et numbriga 1 kodeeritud grupi keskmine sotsiaalsuse skoor on u -0.25 ja numbriga 2 tähistatud grupi keskmine skoor on u 0.11 ehk kõrgem. Tabelist bfi.dictionary võime näha, et väärtus 1 tähistab muutuja *gender* puhul mehi ja väärtus 2 naisi.

### Ülesanne 2

Uurige regressioonimudeli abil, kas sotsiaalsuse skoorid seostuvad vastaja vanusega.

# Vahelepõige: Cronbachi alfa

Faktoranalüüsi kasutatakse eriti sageli küsimustikuandmete analüüsimiseks. Kui oleme kindlaks teinud, millised väited mingile faktorile laaduvad, tahame vahel arvutada küsimustiku alaskaalade kohta ka reliaablusnäitajaid nagu Cronbachi alfa. Selle jaoks on *psych* moodulis olemas funktsioon alpha, millele tuleks ette anda alaskaala väidete toorandmed. Näiteks praegusel juhul teame, et sotsiaalsuse väited paiknevad tabeli *bfi2* tulpades 1-5 ja sotsiaalsuse alaskaala alfa saaksime nii:

alpha(bfi2[,1:5])

## Warning in alpha(bfi2[, 1:5]): Some items were negatively correlated with the total scale and probably   
## should be reversed.   
## To do this, run the function again with the 'check.keys=TRUE' option

## Some items ( A1 ) were negatively correlated with the total scale and   
## probably should be reversed.   
## To do this, run the function again with the 'check.keys=TRUE' option

##   
## Reliability analysis   
## Call: alpha(x = bfi2[, 1:5])  
##   
## raw\_alpha std.alpha G6(smc) average\_r S/N ase mean sd  
## 0.43 0.46 0.53 0.15 0.85 0.016 4.2 0.74  
##   
## lower alpha upper 95% confidence boundaries  
## 0.4 0.43 0.46   
##   
## Reliability if an item is dropped:  
## raw\_alpha std.alpha G6(smc) average\_r S/N alpha se  
## A1 0.72 0.73 0.67 0.398 2.64 0.0087  
## A2 0.28 0.30 0.39 0.097 0.43 0.0219  
## A3 0.18 0.21 0.31 0.061 0.26 0.0249  
## A4 0.25 0.31 0.44 0.099 0.44 0.0229  
## A5 0.21 0.24 0.36 0.072 0.31 0.0238  
##   
## Item statistics   
## n raw.r std.r r.cor r.drop mean sd  
## A1 2784 0.066 0.024 -0.39 -0.31 2.4 1.4  
## A2 2773 0.630 0.666 0.58 0.37 4.8 1.2  
## A3 2774 0.724 0.742 0.72 0.48 4.6 1.3  
## A4 2781 0.686 0.661 0.50 0.37 4.7 1.5  
## A5 2784 0.700 0.719 0.64 0.45 4.6 1.3  
##   
## Non missing response frequency for each item  
## 1 2 3 4 5 6 miss  
## A1 0.33 0.29 0.14 0.12 0.08 0.03 0.01  
## A2 0.02 0.05 0.05 0.20 0.37 0.31 0.01  
## A3 0.03 0.06 0.07 0.20 0.36 0.27 0.01  
## A4 0.05 0.08 0.07 0.16 0.24 0.41 0.01  
## A5 0.02 0.07 0.09 0.22 0.35 0.25 0.01

üldjuhul saab programm ise aru, kui alaskaala mõnede väidete vastused seostuvad teistega negatiivselt ja võtab seda arvesse. Aga kindluse mõttes võime funktsioonile alpha argumendi *keys* abil ette anda ka väidete suuna. Tagurpidi väiteid tähistab -1 ja õiges suunas väiteid 1.

alpha(bfi2[,1:5], keys=c(-1, 1, 1, 1, 1))

##   
## Reliability analysis   
## Call: alpha(x = bfi2[, 1:5], keys = c(-1, 1, 1, 1, 1))  
##   
## raw\_alpha std.alpha G6(smc) average\_r S/N ase mean sd  
## 0.7 0.71 0.68 0.33 2.5 0.009 4.7 0.9  
##   
## lower alpha upper 95% confidence boundaries  
## 0.69 0.7 0.72   
##   
## Reliability if an item is dropped:  
## raw\_alpha std.alpha G6(smc) average\_r S/N alpha se  
## A1- 0.72 0.73 0.67 0.40 2.6 0.0087  
## A2 0.62 0.63 0.58 0.29 1.7 0.0119  
## A3 0.60 0.61 0.56 0.28 1.6 0.0124  
## A4 0.69 0.69 0.65 0.36 2.3 0.0098  
## A5 0.64 0.66 0.61 0.32 1.9 0.0111  
##   
## Item statistics   
## n raw.r std.r r.cor r.drop mean sd  
## A1- 2784 0.58 0.57 0.38 0.31 4.6 1.4  
## A2 2773 0.73 0.75 0.67 0.56 4.8 1.2  
## A3 2774 0.76 0.77 0.71 0.59 4.6 1.3  
## A4 2781 0.65 0.63 0.47 0.39 4.7 1.5  
## A5 2784 0.69 0.70 0.60 0.49 4.6 1.3  
##   
## Non missing response frequency for each item  
## 1 2 3 4 5 6 miss  
## A1 0.33 0.29 0.14 0.12 0.08 0.03 0.01  
## A2 0.02 0.05 0.05 0.20 0.37 0.31 0.01  
## A3 0.03 0.06 0.07 0.20 0.36 0.27 0.01  
## A4 0.05 0.08 0.07 0.16 0.24 0.41 0.01  
## A5 0.02 0.07 0.09 0.22 0.35 0.25 0.01

Väljundi ülaosas olev *raw* alpha ongi sotsiaalsuse alaskaala Cronbachi alfa. Tabelis *Reliability if an item is dropped* on näha, mis juhtuks skaala alfaga, kui väide välja jätta. Kui selles on näha väiteid, mille alfa väärtus on suurem kui terve skaala oma, siis nende välja jätmine parandaks skaala üldist reliaablust.

# Faktorite arvu määramine

Kaks tuntumat faktorite arvu määramise kriteeriumit on Kaiseri ja Cattelli kriteerium.  
**Kaiseri kriteerium** (mida võib üldiselt pidada neist halvemaks ja sobivaks eelkõige peakomponentide analüüsi puhul) ütleb, et alles tuleks jätta sama palju faktoreid, kui on ühest suuremaid omaväärtusi. Ainult omaväärtused saame faktormudelist kätte lisades mudelinime lõppu dollari märk ja *values*.

fa.mudel1$values

## [1] 2.40061802 1.17958504 0.23248809 0.13639149 0.06524101  
## [6] 0.03278369 -0.02901261 -0.11562342 -0.14875756 -0.17413306

**Cattelli kriteerium** ütleb, et alles tuleks jätta faktorid, mis jäävad omaväärtuste graafikul nn jõnksupunktist ülespoole. Kriteeriumi hindamiseks vajaliku faktormudeli omaväärtuste graafiku saame teha andes omaväärtused ette funktsioonile plot. Funktsiooni argument type = b (b nagu *both*) ütleb, et tahame joonisele nii omaväärtusi tähistavaid punkte, kui ka neid ühendavaid jooni.

plot(fa.mudel1$values, type="b")
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R-is saame faktorite arvu määramiseks kasutada *psych* mooduli funktsiooni *fa.parallel* abil ka **paralleelanalüüsi**. Seda meetodi peetakse üldiselt paremaks kui Kaiseri ja Cattelli kriteeriumi. Meetod genereerib juhuslikult teatud hulga sama suuri andmestikke ja võrdleb nende omaväärtusi meie poolt analüüsitava andmestiku omaväärtustega. Alles jäetakse faktorid, mille omaväärtused on suuremad kui juhuslikult genereeritud andmestike omaväärtused.

fa.parallel(bfi2)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAA2FBMVEUAAAAAADoAAGYAAP8AOjoAOpAAZrYAiwAAizMAi1wAm4AAqqMziwAzizMzucU6AAA6ADo6AGY6OgA6OpA6kNtciwBcizNcqjNcuYBcyKNcyOVmAABmADpmZjpmkJBmtrZmtv+AmwCAuVyAyICA1uWQOgCQOjqQZgCQkGaQtpCQ2/+jqgCj1oCj5eW2ZgC2Zma225C2/7a2///FuTPF5aPF5eXbkDrb25Db2//b/9vb///lyFzlyKPl1oDl5aPl5cXl5eX/AAD/tmb/trb/25D//7b//9v///+H5mfJAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAbsElEQVR4nO2dC3vbOHaGkVGt7DQZK7OrtN14uut0x7Ndu8O2cZdt7SZxtLL1//9RiRsJkABIggcXQud7YkUiJZDCq4PrwQE5CT1fXZ+q7z6d6uYPVY5I+6zaPl9dPDxfbRPeDQpcHeDnK/Lq9uUG+ZYlMv4W1JqFgAtXC7gpobF0LlCKBdeEkH26O0EFkV5EI+Pi1K+DKWLsCRckDfChoXt9erm5eEh1Oyhoaf1gwske0ITLkdKKfnWb8kZQYYT94MKFgAsXB0zrXymsgIsSWnDhQsCFS+8mYRFdnJQJ/4uHens67q4T3g0KXEo/eH86XDycahzGKkoK4OvT8cdP7A9VjlrALzf70/NPtwi4MHV1MHWnrPZYRBcmpZtUbWlLGhvRZQn7wYULAReuDvDLDQ50FChloAPJlihtoANVnrSBDlR5UgY60O+9RHV18IGgCRcodekKtqILVPJ+cD35d9X04y4e2EP/YPvqMJJO/9MTTrH78xm+Vb+YKfF/j2NI2QAmo167EwBXzHN/JIk5p+TggEf1pX6xYeLPV5FKyuQeHW0+jJrJOGD2FVxtRQfgkbubnyvqFxtet4qVz8k9Omr+TVl8gVNzeWnLNXn1lx192h7SAFcCpZZ1B/Lqn0XGNR+/rWSxoCXxvzf8N3BgZtmWwCKhXolcyY9xEz5IY27vrr2Rk/a098XkXbIb2Yu30vPeFcBkJffoqBUiPAM5i1r8+LtDCmBR2jSf1ABX5OK/d3x5pLQfmlQvCXHFqs1gJaHutUyRPT3uOiyMkLy77kaUexp+MfXXw4AKwP3LBVByj47uh/7dpxdmXDw369aw5CEFMMv35iN7DTA9IF/X0kD2gySaZ9diwTtf9X4g8pTyWt6d0jhgx/mMqrg75UbUp6Yv1ry9uTD/DSnv1i8XQMk9OgZ1cM0Lulpp2PBDHWCRjXWbdVwHyqKWJTz9eJOlW1MSW1FCN+el9Uj2ujXJRha7FW7OLM6UuDvlRpSnwy+m/CxFMuxhcLkASu7RobWiZX5uTxKUcqgDzKoy/hkVcCXMhGc0/Tg3kV4SHAJ7szizP3U1vHwtdegV4vKu2d0pN6I8HX4xrfnAPluJFPuXA1dyjw6ZD6I8biyDUxFZqBzqcunQ5Z2S620W8+quBdxPgr7xWhic7Dpcn7TKXe8VHdpfx7a7a3Z3yo0oT41fTJb/ouyo1Ho75BhiBv3g7ifFrU8DrBzSLFhmiQK4KxOvNcD9JBipWgeh9GTUhq0oDnixarZgeSPK0+EXs1hw/3IhlBXgg6w496qNXA8aWUpEoC7X2zEJpYRnb+wnwU7+ln/s5Rd6kQ5f95qlSS1M1LWy3jwdeBuf3Z1yI4MoRQPAwzq4f7kQygowa2ZSUJoFy0NaK7rJ9yZL1SEE2aBqjrBmrmrBWhJKd5S3a7WiQb6Wd6f8aA4iiebasgDobkR9Ovhiw1Z0Lbr4+uUCKCvArRH26uB+I0vWXdogYNvsrjsCXR2sNrLYEdlJ1RPqXvfuSNhe7+6UG1Gfmr6Y0g+mv8MDUfrBIWMrZAWY5eer27ozQfWQWpGxjFcGoKThUjG76LeilSROwhblm7X5gPa1FG887ZUXXSP9pNyI9rT/xbSRLP4z5MNsg8uBS+sHn40OQRuuWeksXXY6ay9fikfHuXxnVlmeTXF1hh4d9JueDd/0jSxUWCHgwqUA7ibbUeVIdZvlHbzzaUyfhQb9YFwAXpYG/eCz6S2didCCCxfWwYULW9GFC/vBhatrZP3EbRcbWWVpABh3Hy1LAnDVuqac0Tj8WWhgwaiyhI2swqU6vl88iM4wqhxpy0dPdMQSY7EUJRyLLlzDsWgEXJSU1YVsFPq4w0q4KOFYdOHCblLhQsCFK3kYJVRYJQ+jhAqr5GGUUGE1L4zSC4b9X5tmhVGqu3Wylt4yQUXSbMATwigpS4ht78q2UU6eypIH4PEwSsoSYtuINQKOJB/Ao0ILzkczATe2OcWjo3WattfB7bON9l9ykdREgDUb8H6Sy44cDLHW08p1N+1DDiKpiQBrbhHdxYNa1gVSr7vJiO/ZA4ZyutOuu8mHLwKeKZtbAAKOpNCA+6mY+t9YRAdUZMCm5LCRFVLpAWM3KahCAj44HHtwoCOSZveDp3WTKkL2x9892OMeIuBI8rBgPjp1cHndUd/4iu95gUOVaTUfsNxe1jGbxOz2+I4FYj+byYa710xv2IuvH5unf//X/jsutdePH4apfHn/QU3tw+gHxuQx0DG+soFvEv7yP6cCLHij/efQHeP55T3975GhvPvNz+obPv/wj9//qryWLDW1gFlqn9++GfvAmHwsWGw/4XDZaYc3rPvBD6+bSTOa9HNo0z64xZE8PTZUP79lJL5+1Gz4/vt/e6sSmgCYpeb+wJi86mC2KZ/T812cte8lvR7AFO4EvhIJhXsvwP6farBfP75p/rGn97Qo//y2KcT/izJj4O54gdwDzD/Bz7EP/FW+MSBg3pRe6HJnuG4ehBngjVNOwI3NSY66qDHeM4Okj1/eX1KWXyTguzfyuAaY/a+dky9CAgbJx+GhjADrsiE1Af7y/g2FZznPzsjTKuAv//AzN/4+4Pvvf9XOtS9WCDgPwkPAU4to3u5VCGr6/Ja1u5pmlsSjWfATbZm9NgIenHucU0Z7AAZxiV0P4JmNrCdZcfZ0/1p2fD7/8PMQcHOatcFMRbR2Tr4ICLiCcHY2XjcHwn3AM7tJHKZ4+thZmoBOS3CTBbNjhiKafkw7174IB9ja85mXj6aDOQKeLAWwoZsk+ztN+0ivgy/Z2x9pSfw4LKLpx7Rz7YuQgCEWJZmvmwFhCMB8oOPrR6WxK8/Sqpg2ghvTpHDpb+Drx9cfuIE2n+oPdFxK42XnLrsX4QDLocqF+Wg8WgpgykAbquwKVdrMuudDmnfNO+gbf8/r4N/8fEfNezhUKc+xD7QvggF2jF7MyUfz4fSEvQFnKp8iGtqrUhEChlZO/WCq5IRJaiLAQsA9kdREgOUBGCSEg/W6qQmT1ESA5TPQARHCAQFHkt9Ax/IQDvbrJiZMUhMBlt9Ax2gIh+nJDbRWwGMuO6xrTMehrPP22omhe44cDJvnzePn0TEWwmFGckOlJUwm8hxoxGWHDy86RyhUwIZfQQt4ljdPkBAOs5IbaNWArS47d2/4IZMvgIHSKOCp3jxBQjjMS26gpITJJJoGuV12FLJ8Uuj3TYl9Sb1wlFn/znVHuOfc8wlmPlr5Lzrgid48ufWDqVYN2Oay8/haHuSAqQMPrZKpy4YCWHPPuWelwSUfwH58rQOe6M2TI+CkhBngb9/cf3bAdpcdamXMPYMDvuzmihTAunsOS+fx+195kX/XAzzNmwcB90TsNurWiMsOVdO2FtbWzdvrgOm7WvccXsvK2eJ+HTzRmyeH9cFDJSTsD9jtsiPfxUtkK2DVPedRevncGwFP8+bJ0oJXDtjksiOLzkc+5WsDrLnntO1kowVP9ObJE3BCwhCADd0kadWPRgtu62LNPaft+/D07ofdpAnePF6TDXsabGeZ53vRgA0uO80hOQIyACz9doQFt+45HOmdcJjvtaKnevP4TTYcd1vaG16SjyPnkxEGATxw2ZGHKKMB4Cfht/NFcd1h7jmsH8yKZ60fPMubx28smnrtLNs3qTzAmcoPMHWNXrZvEgKOJJ8ievt8dfGwcGu70eumIkxSEwGWn0fHq9ulzrMIOJIy7SadkhEmqYkAy6MOFrEqIRtZJpgIGET+gAEbWeZYlWkIk9REgDUXcNWNJi9ag6YDzsiEiU8uut112AE5sztPw4n8uY47/ha8MB+V57ZgpEkIk/kUxtx1xDDlnDWBUg7AEx13MmhkWYORrg2wzV1HAHa661g0BnjccSeDFf72aLMpCJPZELrcHnHXYe+SXjh0/p/74fH/NSeezz/86a2YWv7wtMxxJ/0Kf0e02bUBtrjrqBYsvXCYodNC+649qDjxNKg+tLNEyxx30q/wd4UTTkCYAf5G5fjfDNjmriMA379WvHAeRdC71s9Gc+LhEVvu6fLhDwsdd5Kv8O/CTxnelQrwXLnddWQr+sNT54Xz5X0X1vCRl6/K/BIHxJ0DFjru5LXCf6D4hP0AO9112DHe3m29cDh1xc9GB8wC8QjAyxx3Mlvh39fqANsj7LDuk9bopcVty9UOeJnjTmYr/AeKTngpYHs36U6JVMil+uj0iuhLnmrna+nruBOoHzzalSoWsMFdp42RRUtT4YXDDPGRWzDzs+kBZj46XSva33EnDOAJ+wdPTSo24cWAh+46XZDZy6fWC+dROPBIP5se4H962wWfXeS44wO4KaQvHipHZ8lr91ELyVUAhtacUHYj8mlkvbqtqUeHnbDX/sE2kpEJE6icXaKkgKl5Urt0TBf67R+chwkTqJxdoqSAqXlSbK4J/zn7B7fKw4QJVM5mIn8Ldu3ZMGv/4FZZmDBJTQRY3nVwvWy4YwbguIRJaiLA8mxFOzatm51cpxxMmAzzaFJE/1wVesJ/0v7BUjmYMBlk0WbVhPNaH5yBCZNBFk0EfPdaGXrob3JmOBRl37MsPDoUZWDCpJ9Dm6dZ+yYx9Tc5MxyKs+9ZDh4dmtKbMOnnkA/g/iZnhkNx9j0L5tFRNxbOWtmz6uAcTJj0MmijPDp1p00f9eeFE+17Fsqjg+5sx1enzQSc3oQZ4AU7n1F1m5w9DQ9F3fcskEcHH6p8uXEMaM4EHE9Ez59N73+7FMDtJmf62QT7ngXy6JBGTgMPz90/ODVhf8Bty7fb5KxVqn3PAnl0tJMN1XblgEcLZgVwa8H3rwe9nFT7ngWb8BdY7SEt7cmtNpywBKxsciaVbN+zYAMdcqT65QYGsMt5GlbLASubnMlzyfY98wN83AUai+ayE45h3MsBq5ucPQ0PRd33zLORRWvYALNJQmaMtiWI0FoMWN/kzHAo5r5nvvPBVMECgtsIx6mcvQFnKv+BjnBxshAwoFZjwdkX0ZkqwzrYSDL/RlamyrAVbQK5gm5SpsoghINBa4wXnakQcE8kNRFgeTvdLQsXXWK8aKfLTqJ9z3zdZk98yndJPrpPrxGwy2Un1b5nft2kdi5wST6OnE/m2kHcGO1yuuyk2vcsl1iVQ1lBhiZMnBQdcrnsJNv3bIkFhxvoYEplwgyw/8ZYTEOXnVT7ni3w6Ag50EGVyoSJGd+43C47ifY9W+TRscg1evy6iQj7A3a57FCl2Pcs134w1eoAu1x25Hti73uWM+BEhJcDNrjsJNv3zHfPhihhlOwcQxJeDtjgspNs3zO/VvTCQSw9OYeSmPBywAaXnWT7nmUQq9KhJCa8GLDBZecp2b5nSyb8/bJv2vayQikIewPOVB518PEdQEx/BBxJPoB3sWJVOjAGI0xSEwFWkMVnc5JzKgFhkpoIsHJuZCFgAEVuZA2Tcys+YZKaCLCybmS5KYYhTFITAVaQ5aNzkhtRdBMmPrnoctdJuu9Z1mPRTNFNmMzn4HbXSbrvWf6AoxMmszE8PTnddZLue5ap47uqtQG2uusk2fcs06UrmiITZoD9NsZiGrjrJN33LM/FZ7qcEOEJk4lGawM8cNdJuu9ZnstHe4prwn6AHe46Sfc9W4MFRzZhP8AOd52k+56toQ6OTHgZYGuEnUT7nq2gFX1aFWC7u06afc9W0A+mikl4GWCDu07Sfc9KAAxMeBFgk7tO0n3P/ADTZWfW/XLmJzdBEU3YCzCsAHdN8gsIzprPPFqwfz7OendEEyZweeurxICj94Op4hEmcHnrq8SA236wCzDY9rJCZwUYVB5FNO8BH3eOShhwe9lJAiRMUhMBVpB+sN/mlEsER5ikJgKsIN0kr+1lRxVnTJqkJgKsIIBnW/C3b92fTZs4hElqIsAKM9Dhtb2skApbBe4GDEaYpCYCrEAjWV7by5olQG/En83aEbBZqxiqpNqcDBD7wKcU9WM3lpoIsNYCeKM8TpMndJKaCLBCA569rY5F8wGbNMHiSWmamjf8jUtD7KT7nmereYDB5DlUOaUhHXD5v6sEWFj3h9I6ACsbkDnf1j4k1JQfQcQfQsZRdjwUa2MHCEWC7zcfXG9Px100p7sZirQ1S2gBAveZD96fDnTjWLvb7ISmGAKeowXW7jfhf/zxE/uzybpl4fzrzpJSRI/V18VoBLrfhD+NGe0CPB7IwxfwrEaWqVk2qT1ekHwm/BvrrPYjKxvGdpH2tuDxFeH9d/QwwwyZrEZeXpVbx8bA0Nfty5dMB9k4ql2s1tEPVrWczcjEY1laH2AQwucjH8AR9k1yaTEetGD3G2Psm+TUQjxKHWwd/Iy3V2Jo+XSTePs47L5JLi3L9kEr2jjOncWwNoQ8Bjqi7Jvk1JKMd/WDVcprGtZ2yd+Co63wNyhG1o8PhK2iHPda4U8JR1zhP1QUwBPfkjdfr7Ho0ZkEyOuaFSFXOwu2z0WvoBxfYT+YKXi+mtgNm2P5T2ggYEf64xdBwMGSC5uzE9tP5RXRz1f7uOGE7cogZ1Uzz9WWV2vBGQDumXmeLgbrBZwB4aHyY7yOKDtm5ZaXXJkZ8jqi7JiVUz7q0oc8lf/iayVRdszKl/Cpa3VN6XAF/BUEirIDd12XsgbcakpfKtygZ5goO4DXdWolhKcNa4f5MkGi7EBe161VEDaMavsMevqV4yvuJlGtAfA04+z9CiwJzf/GkQHPX7Y6ovwJT8PS/xUYZ7Am/FQGZu4BeDRM4bzkFip3wtMKVvuvYO7kVT8ln37wMpf3mdcdU+6AJ2lq9eoxR+23unC54Kr0IghPk88ctf9AxzIBttnOhrDXHLXPQEe8HcAn6VwA+81RezvdLRRkr+tcCE/S8kZWLhP+ipBwK4huEogQcCQVARgJ24WAC9d6ne40IWGb8rDg5cG/kLBF/hP+ka47UQjYonxGshZaMRI2y2egI9xkwxLGSNiozAY6FhBGwEbl0chS5V1UI2GT8gNMlV9c7dUq0zBKSBhK+YZR8mOM5XRPGYdR8iF8VjHOJilQGCWg/YNnN7gQcF9hwihB7h88h/HmND06zpkoSBgl2P2DpxOe6rR0ToSDhFEC3z94YlG9UR6db0PAC954SrEDOJO2JNe+ydLEcrwQhRnoWLJ/sE3jO4701lyf7AtAEPCCNzIB7h/skg58s+n+em9UKE8sx0v5DeQ5VAkhm8WfWUVdLmCTlF3EN53VGxtxZwq4aR/LgY5pgto/GEyDilpW0r3iXvxlvbPoFHk43c0C3E8Fen3wXNn2Me0fMrfEMtpVdKrmFtE1RCzhOdeNqhbygop69dvLLrLg+ddNowgtsUg/gkCNLKDJhlTSK2rrYuvgPWoA+GGi7EBONqTQcMiEv9RRhwtuNUUD6Oa3eU02UGjxJhviy9YS679NecxAkNvLUjk3iAaebMhSFjPPTP6O744J/7Vb8DSVCniCBU+ZbFi9lHKcv0x9QxbNBjyhDp4w2eAhOKPPMaXkNzWrFR1EqXMgbErJbyp9pZk6B8KmlPymEHDYlJLfFAIOm1Lym0LAYVNKflMIOGxKyW8KAYdNKflNdZ+i4WZr2C7uzDsoMaXkN9V9qrp4OO62pwoiJikqG2lj0XT1CkioDlQ20gDToO/L9k1C5SaliN4+X108LNzaDpWb1EYWeXULExYclY/Sd5NQQYWAC5cCuCmjLx4qiIiVqHykTPi/uq1pIwsJFyXNZYe662A3qSxp/WAKGAc6ytLAgpfFyULlpn4d7Ha6Q61Oeis6ttMdW+sE1qoDKnyo8yHQcA9dtAlhMMcfWb158OCTtB/8ctPcbw2VmweYqc5DkwrQgC0N/AmxodzzFWsY0Wiih7mEkwI+7uiXB2q3s2788mT4AgCQe+LjvsvnXw98OSe/s7nJDQOhRW9Fz/5RmlVf/BkC8PEdWCUFBPhA9qxr42cOfQtO0EsC2ZmaggGpgw/f/ecVVLsAqojmVPhPby6gQREd3aPDus5plmj5BQK4pkUY1KSaT6vImA6lyku6ueXdAHBsEz7AtLHAuvA8IjpMLtCy6bgD+P1CAo48VAljv7z4ggHMvj+v7xYKrg0JWERH9uiooWo70UJcjoVnIEhTy8/kjCkBNLJCrAwdFey4GYgF84XwIEU0JwKR1AGgm5RCIPVTJ5iRLFqbw2zkCFwHr3CgQxSsUMOjQEOVB7jh0wooKVEK1GsbqkSFl4xV2QV/wPngooQWXLgQcOHSHN+xiC5P2urCegszhIPKR8pAx57NdbsCoaHWJ82rknqGCO8QVCHSvCppUHAEXJa6OpiOYld7LKILk9JNqra0JY2N6LKE/eDChYALl9KKxrX9JUoZ6EgSTBgVWFoRTWdCodYZoPJQvw5+ucFmdFFCCy5cykgW1sElClvRhQv7wYWrAzy68SRqjVL6wUi2RGkT/qjyNNi7EFWWlG4StqJLlLp3IZpwgcogRscEVfbVoYfhsePvHkSnAGixEr+EHMW1LYHK0yF1Hf1g+7IyU9PhsJULyyuIoTl5ieYns3XdDAL21zzA1bXM7JcbABvuAP8dWxa+WsAZx4tW8rSSJTVde7qlUeloBFW+TPP5p39tapiXX25b18G/sXW1/Oxx90caP4d+pPkFvPvLTiztlB++oqevRcrdAXEJ1gytt/xmGPPmQU9y9weZZK3eT+S86mkd8aI7wHSBO4uTQh+am2VZTduHdCyd7irCqmCtSyDPHncsrh7fWaZhwrcRUj5MT4s/umxbHugseMueaoC1JMUHlRTSu6iuI150C5h6brOyUP4QaVbz9fgHioI92WqjNu1Zlvfi4ZovvG++sP7h5oxI5LtP3YEWsAzm0wEeJik+2KaQWOuIF12pjegDLw/5C7Yggz1vUVTXGuD2LHsiH0T8DIpd/XDzwIMkKAdUwCIcVwfYlKSeQmKtI150d1NN7fbdf+yu2zA4HWCJglbBahHdntVpvBMRcPQPU8CyS2YCTH//VsAsyeZRTyGx1hEvugXc5qjdglkvWDayDuTaYsE64IEFi6QHgE/VfqIFn8xN/NjSW9G5+nS0gHnIN2Ktg695L1jtJil1sEZjz9PVP6zwtAA+vvutaIoOS31RrespJNbK+sG8fUVES5W1a/dqQ/iaVcEnMdDB4lErrWiNhgwUqn2YtUTohyqVOP8tiXK/IvRXQf9IH7BMUkshsVYGmEcSYgNUNXcQrNR+MDXnX2Tl3A5Vtv1gjcYfdqLVpnyYP9R8wLY9ULX9YJ4wixhOyB8HRXSbpJpCYg3HomGC0OeuPIedAkidTWKVEbnOofcWXOcHWPYsaEs6x54SsM4PsKwvmnZqlmMdKD9pAx1U1IIRcDky1MHovFOS+gMdNFAHGnBBWkc/GOUtBFy4EHDh4oCZa0TGXpUob6EFFy4EXLjW4VWJ8tY6vCpR3lqHVyXKW+vwqkR5ax1elShvrcOrEuWtdXhVoryF/eDChYALFwIuXAi4cP0/5cV00oIAOjIAAAAASUVORK5CYII=)

## Parallel analysis suggests that the number of factors = 4 and the number of components = 2

Nagu näha, soovitab paralleelanalüüs meile faktorite arvuks 4. Samas kui vaatame paralleelanalüüsi funktsiooni poolt tehtud joonist, näeme, et 3. ja 4. faktori omaväärtused (vaadata tuleks praegusel juhul alumist joontest) ületavad kriitilist punktiirjoont vaid üsna napilt. Seega nende lisamine annaks mudelile seletusjõudu juurde vaid üsna vähe. Faktorite arvu määramisel tuleks arvestada ka faktorite tõlgendatavusega. Halvasti tõlgendatavatest faktoritest pole reeglina hiljem palju kasu. Paremini tõlgendatav väiksema faktorite arvuga mudel on eelistatavam kui suurema faktorite arvuga halvemini tõlgendatavam mudel, millel samas võivad olla paremad sobitusastme näitajad.

## Ülesanded 3

Lugege R'i andmefail nimega "omadused". Selles sisalduvateks tunnusteks on 159 inimese enesekohased hinnangud 16-le omadusele, lisaks on tabelis ära toodud vastaja vanus.

1. Uurige Bartletti testi ja korrelatsioonimaatriksi determinandi abil, kas andmestikul on probleeme liiga nõrkade või liiga tugevate muutujatevaheliste seoste rohkusega. (Kuna soovime faktoranalüüsi kaasata ainult omaduste hinnangud ja mitte vastaja vanust, oleks mõistlik vanus välja jätta. Seda saab teha andes funktsioonidele ette mitte terve tabeli omadused vaid tabeli ilma 17. tunnuseta: omadused[,-17])

omadused <- read.csv("omadused.csv")

bfom <- omadused[,-17]  
cortest.bartlett(bfom)#bartlett test näitab, kas maatriksis on liiga palju nõrku korrelatsioone; p-väärtus üle 0.05

## R was not square, finding R from data

## $chisq  
## [1] 1118.432  
##   
## $p.value  
## [1] 1.409687e-161  
##   
## $df  
## [1] 120

#näitab, et nõrkade korrleatsiooniseoste rohkust - probleeme selle rohkusega  
#Vaatame ka korrelatsioonimaatriksit - nt, kui on näha, et on probleeme, siis tasub cor() abil nõrgad seosed üles otsida:  
#cor(na.omit(bfom))  
ommatrix <- round(cor(bfom, use="complete"), 2)  
ommatrix

## pingevaba vaikne salatseja vastutustundetu ettevaatlik  
## pingevaba 1.00 -0.18 0.04 -0.05 -0.09  
## vaikne -0.18 1.00 0.27 0.04 0.18  
## salatseja 0.04 0.27 1.00 0.12 -0.12  
## vastutustundetu -0.05 0.04 0.12 1.00 -0.26  
## ettevaatlik -0.09 0.18 -0.12 -0.26 1.00  
## hooletu -0.07 0.11 0.15 0.71 -0.25  
## h\_irimatu 0.42 -0.17 0.09 -0.02 -0.16  
## eraldihoidev -0.22 0.51 0.31 0.19 0.32  
## j\_rjekindlusetu -0.09 0.06 0.14 0.66 -0.16  
## loid -0.20 0.43 0.27 0.39 0.13  
## p\_simatu 0.00 0.01 0.09 0.60 -0.22  
## enesekindel 0.36 -0.24 -0.14 -0.32 0.02  
## seltskondlik 0.36 -0.47 -0.26 -0.28 -0.16  
## korralik 0.07 -0.10 -0.02 -0.59 0.35  
## muretu 0.35 -0.04 0.07 0.27 -0.27  
## kartlik -0.34 0.22 0.18 0.15 0.27  
## hooletu h\_irimatu eraldihoidev j\_rjekindlusetu loid  
## pingevaba -0.07 0.42 -0.22 -0.09 -0.20  
## vaikne 0.11 -0.17 0.51 0.06 0.43  
## salatseja 0.15 0.09 0.31 0.14 0.27  
## vastutustundetu 0.71 -0.02 0.19 0.66 0.39  
## ettevaatlik -0.25 -0.16 0.32 -0.16 0.13  
## hooletu 1.00 -0.02 0.23 0.59 0.45  
## h\_irimatu -0.02 1.00 -0.02 -0.21 -0.01  
## eraldihoidev 0.23 -0.02 1.00 0.14 0.52  
## j\_rjekindlusetu 0.59 -0.21 0.14 1.00 0.42  
## loid 0.45 -0.01 0.52 0.42 1.00  
## p\_simatu 0.50 -0.07 0.03 0.62 0.37  
## enesekindel -0.37 0.35 -0.32 -0.47 -0.38  
## seltskondlik -0.27 0.23 -0.67 -0.29 -0.54  
## korralik -0.68 0.09 -0.11 -0.46 -0.30  
## muretu 0.29 0.42 0.03 0.11 0.06  
## kartlik 0.19 -0.37 0.36 0.26 0.43  
## p\_simatu enesekindel seltskondlik korralik muretu kartlik  
## pingevaba 0.00 0.36 0.36 0.07 0.35 -0.34  
## vaikne 0.01 -0.24 -0.47 -0.10 -0.04 0.22  
## salatseja 0.09 -0.14 -0.26 -0.02 0.07 0.18  
## vastutustundetu 0.60 -0.32 -0.28 -0.59 0.27 0.15  
## ettevaatlik -0.22 0.02 -0.16 0.35 -0.27 0.27  
## hooletu 0.50 -0.37 -0.27 -0.68 0.29 0.19  
## h\_irimatu -0.07 0.35 0.23 0.09 0.42 -0.37  
## eraldihoidev 0.03 -0.32 -0.67 -0.11 0.03 0.36  
## j\_rjekindlusetu 0.62 -0.47 -0.29 -0.46 0.11 0.26  
## loid 0.37 -0.38 -0.54 -0.30 0.06 0.43  
## p\_simatu 1.00 -0.35 -0.08 -0.39 0.13 0.25  
## enesekindel -0.35 1.00 0.58 0.37 0.19 -0.38  
## seltskondlik -0.08 0.58 1.00 0.24 0.15 -0.47  
## korralik -0.39 0.37 0.24 1.00 -0.06 -0.07  
## muretu 0.13 0.19 0.15 -0.06 1.00 -0.12  
## kartlik 0.25 -0.38 -0.47 -0.07 -0.12 1.00

#multikolineaarsuse testimine:   
det(ommatrix)# korrelatsioonimaatriksi determinandi abil saame uurida vastupidise probleemi ehk liiga tugevate

## [1] 0.0005473827

# korrelatsioonide esinemist  
# Probleemi olemasolu näitab deteminandi väärtus alla 0.00001-e.

1. Üritage kindlaks määrata mõistlik faktorite arv. Kui me faktorite arvu ette ei tea, võiks alustuseks teha mõne suurema faktorite arvuga mudeli. Vaadake omaväärtusi ja tehke omaväärtuste graafik. Millist faktorite arvu soovitavad Kaiseri ja Cattelli kriteeriumid? Millist faktorite arvu soovitab paralleelanalüüs? Kui päris ühest vastust ei saa, proovige teha paar erinevat mudelit ja vaadake nende faktorlaadungite tabelit. Milline mudel oleks kõige lihtsamini tõlgendatav?
2. Kas esineb muutujaid, mida tasuks välja jätta (ei laadu ühelegi faktorile tugevalt, laadub rohkem kui ühele enam-vähem võrdselt, teistest muutujatest oluliselt madalam kommunaliteet)?
3. Proovige nii täisnurkset kui kaldnurkset pööramist. Millised on kaldnurkse pööramise puhul faktoritevahelised korrelatsioonid? Kas nende põhjal oleks kaldnurkselt pööratud faktorlahend antud juhul õigustatud?
4. Kui olete parima mudeli välja valinud, katsuge faktoreid tõlgendada ja pange neile nimed.
5. Kui suure osa kogu andmestiku variatiivsusest need faktorid ära kirjeldavad?
6. Arvutage välja faktorskoorid. Uurige regressioonimudeli abil, kas mõne faktori skoorid seostuvad vastaja vanusega.
7. Arvutage välja faktoritele vastavate alaskaalade Cronbachi alfad. Kas nende väärtusi võib pidada rahuldavaks?