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1. Introduction

2. Materials and Methods

2.1. Data Collection

This study utilizes control and schizophrenia patient data from the Function Biomedical Informatics Research Network (FBIRN) repository [34], preprocessed according to the description given in [35]. To summarize, a statistical parametric mapping package ([SPM12](http://www.fil.ion.ucl.ac.uk/spm/)) was used to correct for subject head motion and slice timing differences, to warp subject anatomy to the Montreal Neurological Institute (MNI) echo planar imaging (EPI) template space, to resample the collected data to mm3 isotropic voxels, and to smooth the resampled fMRI images with a Gaussian kernel with a full width at half maximum (FWHM) of mm. Subjects with head motion greater than were excluded from the study, as were subjects whose full brains could not be normalized due to incomplete imaging data. These criteria led to a final dataset of 151 schizophrenia (SZ) patients and 160 healthy controls (HCs).

To the author’s surprise, the review article for the FBIRN dataset does not contain certain data parameters of interest, such as the time-to-repetition of each dataset [1]. It will be necessary for the author to locate the article which first published the schizophrenia dataset. Time-to-repetition, in particular, is necessary to accurately estimate mode frequencies using dynamic mode decomposition.

2.2. Estimation of the Spatial Functional Networks

Spatial functional networks were estimated using NeuroMark’s adaptive independent component analysis (adaptive ICA) [35], which extends spatially constrained independent component analysis [36,37] to map known fMRI network templates to novel subject data. This requires balancing two competing goals: to maximize the spatial independence of networks in each subject and to ensure that the network maps in each subject correspond to known group-level templates. Here, we use the multi-objective optimized ICA with reference (MOO-ICAR) approach, which maximizes two competing objective functions in turn until a solution is achieved. This allows adaptive ICA to capture subject-unique characteristics while maintaining comparable functional networks across datasets. It should be noted that this method allows us to capture both the internal structure of brain functional connectivity networks and the extent of inter-network connectivity via static and sliding-window functional connectivity estimates.

2.3. Estimation of the Functional Network Connectivity

Before estimating the functional network connectivity (FNC), Du et al. [35] chose to remove noise sources from each functional network’s subject-level time series. The removal of noise sources involved four steps: first, the removal of linear, quadratic, and cubic trends in the data; second, multiple regressions of the six realignment parameters and their temporal derivatives to control for in-scanner motion; third, de-spiking to remove outliers; and fourth, band-pass filtration to select for signals in the 0.01–0.15 Hz frequency bands. Once these steps were completed, subject-level static functional network connectivity (sFNC) was computed via Pearson correlation. Other measures of statistical similarity could have been used; for instance, mutual information has been proposed due to its sensitivity to nonlinear interactions [38,39]. However, Pearson correlation’s simplicity, interpretability, and ease of computation means it remains the dominant method for estimating functional connectivity.

While the static FNC provides valuable information on the extent of inter-network communication, its poor time resolution makes it unable to capture the dynamics of this communication. The two most notable methods proposed to circumvent this problem are the sliding time window approach [25,27,40] and coherence-based connectivity [41–43], [44]. The present study uses the sliding window approach. As the name suggests, this method slides a window over the time series of each ICN in small steps, thus segmenting the total time series into many short, overlapping time series. The functional network connectivity of each time series window is computed in the same way as for static FNC, and the resulting connectivity matrices are concatenated into an array ( being the number of functional networks and the number of time series windows). This study convolved a normal distribution with a mean of zero and a standard deviation of three with a rectangle 40-times-to-repetition (TRs) long [35] to generate its selection window.

2.4. Estimation of the Dynamic Mode Decomposition

The authors’ goal is to identify spatial modes which recur at specific frequencies in the functional network connectivity. To achieve this, we employ dynamic mode decomposition (DMD), a dimensionality reduction method developed in 2008. Unlike more well-established dimensionality reduction methods such as principal component analysis (PCA) or independent component analysis (ICA), which assume ergodic, time-independent data sources, DMD accounts for the time dependence present in functional neuroimaging data. Specifically, DMD estimates a set of spatial modes, each of which is associated with an oscillation frequency and amplitude. Conceptually, it bears some resemblance to classic Fourier analysis, although the underlying theory differs substantially.

At its core, dynamic mode decomposition is a method for finding a low-dimensional representation of a complex, often nonlinear dynamic system . To achieve this, the user collects system inputs and outputs such that and attempts to find a linear approximation of such that . While it seems implausible that a linear operator can even approximately capture the dynamics of a nonlinear system, it has been shown that such an operator does exist for any such system [2]. DMD may be considered a numerical approximation to a spectral analysis of the true Koopman operator [3], losing some precision in exchange for algorithmic tractability. It is through this lens—as a linear approximation to true system dynamics—that the authors chose to apply DMD.

2.4.1. Standard (SVD) DMD

As a method arising from fluid dynamics, it should come as no surprise that DMD is most often used to analyze sequential, time-resolved data. This means that the standard DMD algorithm assumes that any data matrix contains both the inputs and outputs of the system under analysis: . is generally unknown and may be nonlinear; however, Koopman operator theory states that a linear operator which approximates these dynamics exists. This operator is usually found via an extension of singular value decomposition (SVD) [4], which has proven more stable than the original companion matrix-based formulation [3]. The researcher separates the data matrix into inputs and outputs . He then computes the singular value decomposition of and defines a new matrix . This matrix defines the dynamic mode decomposition modes and eigenvalues according to and . Each mode’s eigenvalue defines its characteristic frequency according to the relation , with as the interval between data samples.

2.4.2. Exact DMD

While standard DMD assumes a sequential data matrix , such that , the mathematics do not necessarily require such an arrangement. Indeed, so far as the linear algebra is concerned, need not relate to at all. It is entirely possible to formulate inputs and outputs with any order of columns , so long as that order is consistent between and . This reformulation of DMD as an analysis of data *pairs* , rather than sequential data, greatly expands applicability of dynamic mode decomposition. Most notably for this study, it allows the researcher to concatenate data from multiple experimental runs or subjects, which can dramatically improve spectral and modal resolution. Much of the present study uses this feature to detect group-level effects which may be obscured in subject-level analysis.

Mathematically, the exact DMD algorithm [5] is mostly identical to the SVD approach described in Section 2.4.1. The main difference arises in the definition of the modes , which exact DMD defines as for each eigenvector . This alternative definition is shown to be equivalent up to a projection to the standard definition .

2.4.3. Comparison of standard vs. exact DMD modes

Tu *et*. *al*. go to some pains to explain that standard DMD and exact DMD modes are identical up to a projection. Taking exact DMD modes as the “true” modes, standard DMD modes must satisfy the relation , with representing the orthogonal projection onto the image of the input matrix . By the same token, the “true” modes lie in the image of the output matrix . In the present case, where it is probable that these images are similar enough to be visually and computationally indistinguishable. However, it is likely worth comparing the two to confirm that both methods produce similar results.

2.5. Maintaining Comparability Across Subjects

2.5.1.

4. Next Steps

4.1. Group Distributions

Subject-level analyses will produce subject-level modes and spectra. Some means of analyzing the distributions of these modes and spectra will likely prove very useful. However, as both spectra and modes are high-dimensional variables (136 and 1378 dimensions, respectively), the multiple-comparison problem and central limit theorems may complicate the comparison of their distributions.

Comparing mode distributions may be feasible via the network-based statistic [6], [7], [8] or simple application of a multiple comparison correction to group-level differences in connectivity maps. The author recalls that several members of the group, most notably Amritha and KuaiKuai, have conducted such analyses in the past.

4.2. Large-Scale Modes and their Spectra

It may be worth comparing subject-level spectra to clinical or behavioral scores to determine whether any frequencies show links to behavioral effects. If so, an examination of the affected modes could provide useful insights into connectivity biomarkers for such behaviors. This analysis may need to account for interaction effects.

4.3. Independent Mode Decomposition

As presently formulated, dynamic mode decomposition does not guarantee the independence of different modes. This may be by design. Mode , with frequency is likely to display a temporal relationship with mode of frequency . Nonetheless, that it is possible to separate such modes using standard DMD suggests that increased independence is at least plausible. The author will need to consider how to best approach such a problem. Among other questions, he must ask along which dimension(s) he should maximize independence. Should the modes be independent along the spatial or temporal axes?