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Abstract—Network-on-Chip (NoC) has been made the communication infrastructure for many-core architecture. NoC are subject to

congestion, which is claimed to be avoided by many researchers. However, there is no completely understanding of congestion in

literature, which hinders its solution. Toward this direction, we firstly carry out study on congestion in this paper. We find that congestion

usually occurs at a portion of nodes in a local network region. Moreover, local congestion will significantly decrease system

performance and mostly impact some particular communication pairs. Then we attempt to solve local congestion by addressing

different local region size, based on Divide-Conquer approach and routing pressure. It avoids congestion in every local region by

keeping routing pressure of every local region minimum. Using different local region size will create different routings. Our study shows

that the local region size is closely related with the routing performance. When local region size is 5� 5 the optimal routing performance

of large size network could be achieved.

Index Terms—Network-on-chip, routing algorithm, divide-conquer, routing pressure, local congestion

Ç

1 INTRODUCTION

INTEGRATION of a large number of processing cores into a
single chip (SoC) have been enabled by the semiconduc-

tor technology improvement. In order to cope with the SoC
communication requirements, Network-on-Chip (NoC) has
been proposed to substitute the traditional bus-based inter-
connects [1], [2], [3]. NoC architectural parameters includes
not only architecture parameters (i.e., network topology
and links) but communication parameters (i.e., switching
and routing strategies) as well.

After network topology is selected, routing algorithm
is the important element that determines the network
performance. For the most widely studied mesh topol-
ogy [4], [5], a huge number of NoC routing algorithms
have been presented in literature [6], such as dimension
order routing (DOR) [4], turn model [7], [8], Odd-Even
(OE) turn model [9], abacus [10], Segment-Based Routing
(SR) [11] APSRA [12], RABC [13], DyAD [14], etc.

One important objective of designing NoC is to make
network traffic uniform. However, network traffic is usually
non-uniform. Essentially, traffic non-uniformity could be
caused by a lot of factors, such as topological artifacts, rout-
ing biases, traffic scenario, long range dependence, etc [15],
[16], [17], [18].

Due to traffic non-uniformity, some network nodes have
to dispatch much more packets than others. Congestion will
take place at those nodes and significantly affects network

performance. Many researchers have proposed all kinds of
strategies to overcome the negative impact of congestion in
the following four aspects. First, local network status is used
to design routing algorithm to avoid congestion [19], [20],
[21], [22]. Second, global network status is used to design
routing algorithm to avoid congestion [23], [24], [25], [26],
[27], [28]. Third, end-to-end flow control strategy is proposed
to reduce injecting packets into network in the case of con-
gestion [29], [30], [31], [32], [33]. Fourth, selection strategies
are designed to make it possible for the packets to go around
the congested nodes [34], [35], [36].

As the first contribution, we carry out study on congestion
in 2D mesh network trough simulation in detail. Four impor-
tant findings are made from the simulations. First, congestion
usually happens at partial nodes in a local network region. It
will spread to other network nodes, the speed and range
depending on the routing and traffic scenario. Second, some
particular communication pairs will be mostly affected by
congestion and always have the largest packet delay. More-
over, the affected short path communication pairs always
have the largest packet delay. Third, the few affected commu-
nication pairs greatly contribute to the global average packet
delay (APD). The average packet delay will sharply decrease
if those pairs are excluded. Fourth, congestion will cause that
under some routings and traffic, the network throughput will
firstly increase and then decrease after themaximum.

As the second contribution, we attempt to solve local
congestion using Divide-Conquer [37] approach and rout-
ing pressure [38] techniques. Our further study shows
that varying the size of local region will bring out different
routing algorithm performance. The local region size has
significant impact on the routing algorithm performance.
As square region varies from 3� 3 to 4� 4, to 5� 5, the cre-
ated routing performance increases. Using 5� 5 region size
could create routing algorithm that has the globally optimal
routing performance.

2 RELATED WORK

Although a large variety of NoC topologies have been
presented in the literature, 2D mesh is the most widely
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studied [4]. A huge number of routing algorithms are
proposed for 2D mesh topology to overcome congestion
and improve performance. In 2D mesh topology, some
paths have to be prohibited in order to avoid deadlock.
Routing algorithms could be classified into deterministic
routing in which each communication pair has only one
path and adaptive routing in which more than one path
is allowable for the communication pairs. If all paths pro-
vided by the topology are allowable the routing becomes
fully adaptive.

We choose the following representative routing algo-
rithms to carry out our study. These routings include deter-
ministic, adaptive and fully adaptive routings. The typical
deterministic routing is XY routing, in which packets are
first transferred horizontally and then vertically. Glass and
Ni [7], [8] propose the turn model which leads to adaptive
routing. According to their turn model, three routing algo-
rithms could be gotten: negative-first (NF), north-last (NL),
and west-first (WF). Based on it, OE turn model [9] is pro-
posed, in which different paths are prohibited to improve
performance. SR [11] is another adaptive routing. In SR
routing, bidirectional routing restrictions are positioned on
the partitioned segments independently and then commu-
nication paths for all source-destination pairs are computed.

Although these routing algorithms have made some
progress in overcoming the negative impact of congestion,
and therefore improve the network performance, they do
not carry out study on congestion itself. Consequently, they
could not show how their performance improvement
comes. To this end, we firstly carry out study on congestion
and find that it usually happens in a local region. Then bas-
ing on this discovery, we propose new routing algorithm
designing method and the resulted routing algorithm could
significantly improve network performance.

In adaptive routing, the packets may have more than
one path to reach their destinations. In this case, a proper
selection strategy is needed to choose the appropriate
path for packets to reach their destinations as fast as pos-
sible. A lot of selection strategies are available in litera-
ture, such as random, buffer-level, NoP [35], CAIS [34].
The Neighbors-on-Path (NoP) selection chooses the freest
path to forward a packet. When a router R has two
choices for a coming packet: forwarding it to neighbor R1

or R2. With the NoP strategy, it grades R1 and R2 by free
buffer space of all possible downstream neighbor nodes,
respectively. Then the packet will be forwarded to the
neighbor that has higher grade. The contention-aware
input selection (CAIS) selection forwards the packet that
will mostly decrease the network traffic load. Within a
router, if two inputs channels c1 and c2 request the same
output channel c3. The access will be granted to the input
channel that has higher contention level. The CAIS selec-
tion could not ensure whether the granted packet could
reach its destination as soon as possible. Consequently,
the NoP selection is chosen in this paper.

3 LOCAL CONGESTION

Network congestion could significantly affect network per-
formance. In this section, we study network congestion
through a detailed simulation in terms of four different points

of view: buffer occupancy, the largest packet delay, conges-
tion impact on average packet delay and throughput drop.

When congestion occurs the buffer space of the related
nodes will be occupied by the waiting packets. Therefore,
through buffer occupancy we can know where congestion
happens. Through the largest packet delay and congestion
impact on average packet delay we could know which
communication pairs are mostly affected by congestion and
analyze whether the congestion happen in a local region
or in global range. Through throughput drop we show the
impact of local congestion.

3.1 Simulation Configuration

In an M �N 2D mesh NoC, each node is considered as a
point in a 2D coordinate system. The origin of the coordi-
nate system is at the top left corner of the mesh. The X axis
is the horizontal direction and Y axis is the vertical direc-
tion. The positive direction of X axis points to the east, while
the positive direction of Y axis points to the south.

Each node is identified by its coordinate ðx; yÞ with
0 � x < M and 0 � y < N . Each node also has an
identifier (ID) computed by the formula: ID ¼ y �M þ x.

In this section, we choose six representative routing
algorithms to study congestion: XY, NF, NL, WF, OE and
SR, including deterministic, adaptive and fully adaptive
routings. The simulation setup is summarized in Table 1.
The network payload traffic is regulated by the packet
injection rate (PIR). For example, each node under PIR of
0.1 injects a packet into network every 10 cycles, on aver-
age. The simulation runs 50,000 cycles after 1,000 cycles
of warm-up period.

We consider uniform, transpose1 and transpose2 and
hotspot traffic scenarios. In uniform traffic, each node ran-
domly generates packets to every other node with the same
probability. In transpose1 traffic, node ði; jÞ only sends
packets to node ðN � 1� j;N � 1� iÞ. In transpose2 traffic,
node ði; jÞ only generates packets to node ðj; iÞ. In the hot-
spot traffic, several nodes are identified as hotspot nodes.
If h is the hotspot percentage, each node sends a portion of
h percent packets to the hotspot nodes. The remaining pack-
ets are randomly sent to other nodes in the network.
We assume h is 0.2 in our simulations. In the first hotspot
traffic (hs-c), the four hotspot nodes are 24, 25, 31, 32. In the
second hotspot traffic (hs-tr), the four hotspot nodes are 5,
6, 12, 13. Poisson distribution that is suitable to describe the

TABLE 1
Simulation Setup

Simulator Noxim [39]

Topology Mesh-based
Network size 7 � 7
Port buffer Four flits
Switch technique Wormhole switching
Routing algorithm XY, NF, NL, WF, OE and SR
Arbitration Round-Robin
Selection strategy Random and NoP
Traffic scenario Uniform, Transpose1, Transpose2, Hs-c

and Hs-tr
Packet size Eight flits
Traffic distribution Poisson
Virtual channels No
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occurrence times of random event in unit time could
describe lots of random event. It is chosen to describe net-
work traffic distribution in this paper.

We consider the average packet delay and throughput as
performance metrics, which are defined as follows:

Average packet delay ¼ 1

K

XK

i¼1

lati;

where K refers to the total number of received packets and
lati is the delay of the ith packet.

throughput ¼ total received flits

ðnumber of nodesÞ � ðtotal cyclesÞ ;

where total received flits represents the total number of flits
received by all the destinations, number of nodes is the num-
ber of network nodes, and total cycles is the simulation
length in clock cycles.

3.2 Buffer Occupancy

During packets going to their destination nodes, they will
be forwarded by a group of network nodes. The packet will
temporary stay at a node and occupy its buffer space until it
could be accepted by the next hop node. Congestion occurs
when more and more packets have to wait in the network.
The waiting packets should occupy the buffer space of the
network nodes. Consequently, nodes buffer occupancy is
highly related with congestion. According to [33], conges-
tion occurs at a network node when more than a quarter of
its buffer space has been occupied.

Routing algorithm is an important factor among the fac-
tors which make the network traffic non-uniform. In this
section, we study congestions that was made by routings
through observing network nodes buffer occupancy. We try

to observe where will the congestion appear and how will it
spread in the network.

We study congestion for each routing under uniform,
transpose1, transpose2, hs-c and hs-tr traffic scenarios.
Under each traffic, we carry out three simulations. Firstly,
we carry out simulation under random selection and small
PIR to observe where will the congestion occur. Then, we
carry out the second simulation under random selection
and large PIR to observe how will congestion spread in the
network. At last, the third simulation is run under NoP
selection and small PIR to observe how will the congestion
change. In these simulations, we calculate the buffer occu-
pancy of each node.

Fig. 1 depicts the results for OE routing and uniform traf-
fic. As shown in Fig. 1b, congestion appears at the central
network nodes. When PIR is increased congestion spreads
along the congested nodes as shown in Fig. 1c. NoP selec-
tion could remove congestion in this case, Fig. 1a.

Fig. 2 shows the results for OE routing and transpose1
traffic. As shown in Fig. 2b, congestion happens at those
nodes in a region which X coordinates range from 2 to 5
and Y coordinates range from 0 to 3. Congestion gets more
serious when PIR is increased as shown in Fig. 2c. NoP
selection takes great effect and nearly remove congestion in
this case, Fig. 2a.

The results for OE routing and transpose2 traffic are
depicted in Fig. 3. Fig. 3b shows that congestion occurs at
the region nodes which X coordinates range from 2 to 5 and
Y coordinates range from 3 to 6. Congestion becomes more
serious under large PIR, Fig. 3c. Congestion is nearly
removed under NoP selection, shown in Fig. 3a.

Fig. 4 shows the results for OE routing and hs-c traffic.
Fig. 4b shows that congestion occurs at those nodes which X
coordinate is 3 and Y coordinates range from 0 to 4. Fig. 4c
shows that congestion becomes more serious and spreads to
some nodes which Y coordinates range from 0 to 1 when

Fig. 1. Buffer occupancy under OE routing and uniform traffic.

Fig. 2. Buffer occupancy under OE routing and transpose1 traffic.
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PIR is increased. Fig. 4a shows that NoP selection could sig-
nificantly decrease congestion.

Fig. 5 depicts the results for OE routing and hs-tr traffic.
Congestion happens at nodes which X coordinate is 5 as
shown in Fig. 5b. When PIR is increased congestion spreads
to some nodes which Y coordinates range from 4 to 6 as
shown in Fig. 5c. NoP selection could remove congestion in
this case, Fig. 5a.

The simulation results for XY, NF, NL, WF and SR rout-
ings are summarized in Table 2. Under each routing and
traffic scenario, the number of congested nodes is depicted.
As shown in Table 2, only a partial of network nodes are
congested. When PIR is increased, more and more nodes
may be congested.

In summary, from this section, we can get the following
observations:

1) The network is not completely congested. On the
contrary, congestion usually happens at partial
nodes in a local region.

2) Congestion could spread to other non-congested
nodes if PIR is increased. The spreading speed
depends on the routing and traffic pattern.

3) Selection strategy may have important impact on the
congestion status.

3.3 The Largest Packet Delay

Usually, the long path packet should have large packet
delay. However, this trend will be changed by the conges-
tion. When congestion occurs some packets should have to
wait in the network or in the source buffer. The waiting
packets will have large packet delay than usual.

In this section, we carry out simulations to study which
communication pairs will be mostly impacted by conges-
tion. In transpose1 and traspose2 traffics, the communica-
tion pairs that will pass through a region are fixed. Then the
communication pairs impacted by local congestion are also
fixed. However, in the other three traffics, uniform, hs-c and
hs-tr, there are many communication pairs which could
pass through a region. All of them will be affected by the
local congestion. The affected communication pairs are not
fixed. Consequently, we only take transpose1 and trans-
pose2 traffics in this section.

In this section, we conduct 200 simulations under each
traffic with random selection and NoP selection, respec-
tively. After each simulation, we record the communication
pair that has the largest packet delay. After the 200 simula-
tions, we sum the total times for each communication pairs.
Then we show the dominate communication pairs.

Fig. 6 shows the results for OE routing and transpose1
traffic. Three communication pairs (10,26), (3,27) and

Fig. 3. Buffer occupancy under OE routing and transpose2 traffic.

Fig. 4. Buffer occupancy under OE routing and hs-c traffic.

Fig. 5. Buffer occupancy under OE routing and hs-tr traffic.

TANG ET AL.: LOCAL CONGESTION AVOIDANCE IN NETWORK-ON-CHIP 2065



(5,13) are those exhibiting the largest packet delay as
shown in Fig. 6a. As it can be noticed, even if such com-
munication pairs use relatively short paths (of five, six,
and two hops, respectively), they exhibit the highest
packet delay. The use of NoP selection, Fig. 6b, signifi-
cantly change this trend. In nearly 20 simulations, com-
munication pair (1,41) generates the largest delay packets.
The path of communication pair (1,41) is among the lon-
gest in transpose1 traffic (10 hops).

The simulation results for XY, NF, NL, WF, OE and
SR routings are summarized in Table 3. Under each rout-
ing and traffic, the communication pairs that have the
largest packet delay and the path lengths in terms of
hops are depicted.

The following observations could be made from this
section:

1) If a routing is deterministic, then long path commu-
nication pairs have the largest delay packets and
NoP selection does not change this trend.

2) If a routing is fully adaptive, then short path com-
munication pairs in the central network have the

largest packets and NoP selection does not change
this trend.

3) If a routing is partially adaptive, then short path com-
munication pairs that was affected by local congestion
have the largest packets. Moreover, NoP selection
could take significant effect to change this trend.

3.4 Congestion Impact on Average Packet Delay

In this section, we study how congestion impacts average
packet delay. We consider two delay metrics, namely, aver-
age packet delay and excluded average packet delay
(EAPD). The first one is the average packet delay among all
the communicating pairs. The second one is the average
packet delay among all the communicating pairs excluding
those which exhibit the highest delay. For transpose1 and
transpose2 traffics, the excluded communication pairs are
shown in the previous section. For uniform, hs-c and hs-tr
traffics, since the communication pairs that have the largest
delay are not fixed, we calculate EAPD excluding the largest
10 and 5 percent delay packet, respectively. Finally the
decrease ratio of EAPD over APD is computed. The ratio is
calculated three times according to large PIR, small PIR and
NoP selection respectively.

The results for XY routing are listed in Table 4. For
uniform traffic, excluding the top 10 percent (5 percent)
communication pairs the average packet delay decrease
by 11 percent (6 percent). Increasing PIR does not signifi-
cantly increase the ratios. Congestion does not signifi-
cantly affect these communication pairs. However, For
transpose1 and transpose2 traffics, excluding the top four
communication pairs could decrease 46 and 38 percent
average packet delay. Increasing PIR sharply increase the
ratios. The four pairs are seriously affected by congestion.
Similarly, congestion affects partial communication pairs
in hs-c and hs-tr traffics. NoP selection does not take
obvious effect for XY routing.

Table 5 depicts the ratios for NF routing. Since for trans-
pose2 traffic NF routing is fully adaptive, excluding the top
eight pairs only has trivial effect. Increasing PIR or using
NoP selection do not change this trend. For other traffics,
partial communication pairs are seriously affected by con-
gestion. Excluding those pairs will significantly decrease

TABLE 2
The Number of Congested Nodes Under Various Routings

and Traffic Scenarios

Routing Traffic NoP Small PIR Large PIR

XY

Uniform 13 13 33
Transpose1 11 11 12
Transpose2 10 10 12

hs-c 16 16 21
hs-tr 7 7 22

NF

Uniform 18 27 41
Transpose1 11 12 12
Transpose2 21 22 25

hs-c 5 15 16
hs-tr 3 3 12

NL

Uniform 16 18 35
Transpose1 5 5 9
Transpose2 5 6 6

hs-c 4 4 17
hs-tr 0 13 23

WF

Uniform 2 15 26
Transpose1 6 6 6
Transpose2 5 6 6

hs-c 5 5 15
hs-tr 2 2 16

SR

Uniform 1 18 26
Transpose1 6 15 19
Transpose2 4 11 18

hs-c 1 4 6
hs-tr 5 5 27

Fig. 6. Frequency of max delay communication pairs under OE routing
and transpose1 traffic.

TABLE 3
The Communication Pairs Under Various Routings

and Traffic Scenarios

Routing Traffic Communication pairs

XY
Transpose1 (0,48)12,(1,41)10,(47,7)10,(48,0)12
Transpose2 (42,6)12,(43,13)10,(5,35)10,(6,42)12

NF
Transpose1 (0,48)12,(47,7)10,(48,0)12,(7,47)10
Transpose2 (11,29)6,(12,36)8,(18,30)4,(19,37)6,

$29,11)6,(30,18)4,(36,12)8,(37,19)6

NL
Transpose1 (47,7)10,(48,0)12
Transpose2 (42,6)12,(43,13)10

WF
Transpose1 (47,7)10,(48,0)12
Transpose2 (5,35)10,(6,42)12

OE
Transpose1 (10,26)4,(3,27)6,(5,13)2
Transpose2 (38,26)4,(45,27)6,(47,41)2

SR
Transpose1 (21,45)6,(22,38)4,(35,43)2
Transpose2 (18,30)4,(19,37)6,(25,31)2,(26,38)4
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average packet delay. Increasing PIR makes congestion seri-
ous and increases the ratios. On the contrary, NoP could
decrease congestion status and the ratios.

Table 6 shows the ratios for NL routing. For all traffics,
local congestion affect some partial communication pairs.
Excluding those pairs could significantly decrease average
packet delay. Increasing PIR makes congestion sharply
become serious. Thus the partial pairs are affected more.
NoP could take significant effect.

Table 7 shows the ratios for WF routing. The decrease
ratio for uniform traffic is low, which means that congestion
does not affect the top pairs significantly. Increasing PIR or
using NoP selection does not change this trend. For other
four traffics, the excluded pairs are significantly affected by
congestion. Increasing PIR makes the excluded pairs more
seriously affected. On the contrary, NoP selection only has
marginal effect.

Table 8 depicts the ratios for OE routing. The excluded
pairs greatly contribute the average packet delay. Increasing

PIR would significantly increase their contribution. NoP
selection could sharply decrease the packet delay of the
excluded pairs and their contribution.

Table 9 depicts the ratios for SR routing. Local congestion
has great impact on partial communication pairs. These
pairs are more seriously affected when PIR is increased.
With NoP selection, negative impact on partial pairs are
greatly reduced.

From this section, several observations could be made:

1) Local congestion has significantly impact on particu-
lar communication pairs. Since the packets from
these pairs have to pass through the congested
region, they will have very large packet delay.

2) As PIR increases, the delay of packets from these
affected pairs may sharply increase.

TABLE 4
Average Packet Delay Decrease Ratio for XY Routing

Traffic Excluded pairs Large PIR Small PIR

Uniform
10% 13% 11%
5% 8% 6%

Transpose1 48 $ 0 47 ! 7 1 ! 41 83% 46%
Transpose2 6 $ 42 5 ! 35 43 ! 13 78% 38%

hs-c
10% 75% 62%
5% 55% 42%

hs-tr
10% 61% 53%
5% 45% 30%

TABLE 5
Average Packet Delay Decrease Ratio for NF Routing

Traffic Excluded pairs Large PIR Small PIR NoP sel.

Uniform
10% 46% 20% 15%
5% 33% 12% 9%

Transpose1 48 $ 0 47 $ 7 69% 49% 36%

Transpose2
11 $ 29 12 $ 36
18 $ 30 19 $ 37

7% 6% 6%

hs-c
10% 71% 40% 37%
5% 58% 27% 23%

hs-tr
10% 36% 25% 24%
5% 18% 15% 12%

TABLE 6
Average Packet Delay Decrease Ratio for NL Routing

Traffic Excluded pairs Large PIR Small PIR NoP sel.

Uniform
10% 19% 16% 13%
5% 12% 9% 8%

Transpose1 48 ! 047 ! 7 75% 45% 27%
Transpose2 42 $ 6 43 $ 13 57% 38% 20%

hs-c
10% 55% 25% 21%
5% 48% 11% 11%

hs-tr
10% 61% 52% 40%
5% 48% 35% 21%

TABLE 7
Average Packet Delay Decrease Ratio for WF Routing

Traffic Excluded pairs Large PIR Small PIR NoP sel.

Uniform
10% 17% 13% 11%
5% 10% 7% 7%

Transpose1 48 ! 047 ! 7 61% 53% 41%
Transpose2 6 ! 42 5 ! 35 72% 51% 41%

hs-c
10% 51% 28% 25%
5% 46% 17% 16%

hs-tr
10% 26% 23% 22%
5% 13% 12% 11%

TABLE 8
Average Packet Delay Decrease Ratio for OE Routing

Traffic Excluded pairs Large PIR Small PIR NoP sel.

Uniform
10% 11% 10% 8%
5% 6% 6% 4%

Transpose1
10 ! 26 3 ! 27

5 ! 13
28% 26% 7%

Transpose2
38 ! 26 45 ! 27

39 ! 33
29% 15% 7%

hs-c
10% 42% 39% 20%
5% 31% 24% 9%

hs-tr 10% 52% 45% 20%
5% 43% 27% 11%

TABLE 9
Average Packet Delay Decrease Ratio for SR Routing

Traffic Excluded pairs Large PIR Small PIR NoP sel.

Uniform
10% 36% 16% 8%
5% 20% 10% 5%

Transpose1
21 ! 45 35 ! 43

22 ! 38
26% 23% 7%

Transpose2
26 ! 38 18 ! 30
19 ! 37 25 ! 31

25% 17% 8%

hs-c
10% 54% 28% 19%
5% 37% 16% 7%

hs-tr
10% 57% 41% 29%
5% 34% 21% 18%
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3) NoP could remarkably make network traffic more
uniform to reduce the abnormal large delay of par-
tial communication pairs.

3.5 Explain Network Throughput Drop

As shown in [35], network throughput may drop as PIR
increases after reaching the maximum. In this section,
we study how throughput drop is related with local con-
gestion. We conduct abundant simulations under all
routing and traffic combinations and record the through-
put variations.

Fig. 7 shows the results for six different routing algo-
rithms under uniform traffic. With exception of XY routing,
the network throughput variations have three phases: rise,
drop, keep, as PIR increases. At first, throughput rises until
it reaches the top point. Then it drops. At last, it keeps the
current level.

Under the other traffic scenarios, the same behavior is
observed: throughput keep rising without drop. It will keep
rising without drop. Therefore, we only show the results for
transpose1 traffic due to space limitation. Fig. 8 depicts the
results for NF, OE and XY routings under transpose1 traffic.

The network throughput variations are related with net-
work congestion variations. Three cases are observed:

1) NF, NL, WF, OE and SR routings under uniform
traffic belong to the first category. In the first phase,
congestion firstly occurs at a local region and the
remaining network nodes are not congested, as
shown in Fig. 9a. The un-congested nodes could
transmit more packets as PIR increases. The network
throughput will still rise in this phase. As PIR
increases further, the un-congested nodes will gradu-
ally get congested. In the second phase, after all net-
work nodes become congested, then the network
throughput drops in the second phase as shown in
Fig. 9b. In the third phase, the network traffic status
becomes stable. The network throughput does not
change anymore as shown in Fig. 9c.

2) XY routing under uniform traffic and NF routing
under transpose2 traffic belong to the second cate-
gory. Traffic is quite uniform in this case. When con-
gestion occurs, it quickly spreads to the whole
network, as shown in Fig. 10. After all network

Fig. 7. Throughput variations under (a) NF, (b) NL, (c) WF, (d) (OE), (e) SR and (f) XY routing for uniform traffic.

Fig. 8. Throughput variations under (a) NF, (b) OE and (c) XY routing for transpose1 traffic.

Fig. 9. Buffer occupancy variations under NF routing and uniform traffic.
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nodes are congested, network throughput keeps at
stable level.

3) Other combinations of routing and traffic pattern
belong to the third category. Because of traffic pattern
and routing, network traffic is very non-uniform.
Very little packets could arrive at some partial nodes.
These nodes will never be congested as shown in
Fig. 11. As PIR increases the buffer occupancies of
nodes which X coordinates are **6 increase very
slowly. Under these routings and traffics, packets are
kept in the source buffer space. Packets that are
injected into network slowly rises up, which makes
network throughput slowly goes up.

4 SOLVE LOCAL CONGESTION PROBLEM

The task of designing routing algorithm is to find new
routing algorithms which have better performance than
the existed ones. For a 2� 2 mesh network, there are
totally 12 routing algorithms as shown in Fig. 12. For a
7� 7 mesh network, it contains 36 2� 2 sub-networks.

The total routing algorithms are 1236. Consequently, new
routing algorithms should come from that huge group of
candidate routing algorithms.

The routing algorithm designing for 2D mesh topology is
so complex that it could not be straightforwardly solved,

especially for large size network [37]. Divide-Conquer
approach has been proposed to design routing algorithm for
2D mesh network [37]. It divides a large network into two
small networks. Then the routing algorithms for the small
networks are designed, which is relatively simple. Finally,
the routing algorithms for the large network are obtained
frommerging the routings of the small networks. The divide
and conquer stepsmay recursively proceed several times.

As shown in Section 3, congestion always happens in a
local network region and greatly affects network perfor-
mance. However, the size and position of local region are
not fixed. In this section, we attempt to solve local conges-
tion problem using Divide-Conquer approach, addressing
different local region size. The simulation results show that
addressing different local region size could significantly
impact routing performance.

4.1 Solve Local Congestion when Designing
Routing Algorithm

Fig. 13 depicts a 7� 7 network, where a dashed square
illustrates a local region. As the square move from left to
right and from up to down, it covers every local region in
the network.

Because routing performance could be decreased by con-
gestion occurs in any local region, the routing algorithm has

Fig. 10. Buffer occupancy variations under XY routing and uniform traffic.

Fig. 11. Buffer occupancy variations under OE routing and transpose1 traffic.

1

Fig. 12. The 12 2� 2 network routings. Fig. 13. A 7� 7 network.
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to ensure that congestion does not happen in every local
region. Research [38] shows that in order to avoid conges-
tion routing algorithm should have small routing pressure
which is a useful metric to measure the performance of rout-
ing algorithms. We refer the readers to paper [38] for the
detail of the routing pressure. In this section we briefly
introduce its basic idea. Given a routing algorithm and traf-
fic pattern, a portion of traffic will pass through a channel.
The traffic passing a channel is called its channel pressure.
The maximum channel pressure of all network channels is
referred to as the routing pressure of the routing algorithm.
Routing algorithm with large routing pressure has poor per-
formance, and vice versa.

In this section, we use divide-conquer approach and
routing pressure to solve the local congestion problem
while designing routing algorithm. The basic idea is as fol-
lows. Because congestion always occurs at nodes in a local
network region, if we keep routing pressure in every local
region minimum then congestion could be avoided as
far as possible. When a routing for the small network is
obtained, we check if all routing pressures of its local
regions are minimum under both transpose1 and trans-
pose2 traffic. If so, that routing is used to merge the large
network routing. If not, that routing is discarded. In that
process, we choose transpose1 and transpose2 traffics
because we try to filter out non promising solutions to
sharply reduce the searching space and make the searching
time acceptable.

4.2 Impact of Local Region Size on Routing
Pressure

In order to compute routing pressure under transpose1 and
transpose2 traffics, the local region should be square. The
size of local region has multi choices. For example, in a
7� 7 network, the local region may be 3� 3, 4� 4, 5� 5,
and so on. Consequently, there are 25, 16, 9 local regions for
3� 3, 4� 4, 5� 5 region size, respectively.

The size of local region has a significant impact on the
routing pressure. We take 6� 6 network as an example to
show the impact of region size. To this end, we respec-
tively design routing algorithms for 6� 6 network using
3� 3, 4� 4 and 5� 5 region size. We will ge three group
of routings for 6� 6 network. In the three group of rout-
ings, we compute the routing pressure for every routing
algorithm under both transpose1 and transpose2 traffics.
In each group, the routing pressure that is smallest under
both transpose1 and transpose2 traffics is calculated. The
three smallest routing pressures of the three categories are
referred to as prss6-3, prss6-4 and prss6-5, respectively.

Then we figure out all 6� 6 network routings without
any constraint. The smallest routing pressure is the globally
smallest since all the routings are computed. It is termed as

prss6-g. For reference, the routing pressure of OE routing is
also computed. It is termed as prss6-oe.

Fig. 14 depicts the histogram of the five routing pres-
sures. Two important observations could be make from
Fig. 14. Firstly, as local region size increases, the routing
pressure of obtained routing for 6� 6 network decreases.
Secondly, the routing pressure under 5� 5 region size is the
optimal since it equals the globally smallest. It means that it
is possible to use 5� 5 region size to design large network
routing which performance approximates the optimal.

4.3 Simulation Results

In this section, we compute routing algorithms for 7� 7
network using 3� 3, 4� 4 and 5� 5 region size, respec-
tively. We will get three groups of routing algorithms.
Their routing pressures are computed under both trans-
pose1 and transpose2 traffics. In each group, the routing
pressure that is smallest under both transpose1 and trans-
pose2 traffics is selected. The three smallest routing pres-
sures are referred to as prss7-3, prss7-4 and prss7-5,
respectively. The routing pressures for XY, NF, NL, WF,
SR and OE routings are also computed. They are termed
as prss7-xy, prss7-nf, prss7-nl, prss7-wf, prss7-sr and
prss7-oe respectively.

Fig. 15 depicts the histogram of the nine routing pres-
sures. Since NF routing is fully adaptive for transpose2
traffic its routing pressure under that traffic is smallest.
Except this, using 5� 5 region size could leads to the
smallest routing pressure under both transpose1 and
transpose2 traffics.

Next, we compare the performance of the obtained rout-
ing algorithms and the state-of-the-art routing algorithms.
The routings created by using 3� 3, 4� 4 and 5� 5 region
size are referred to as TMPL3, TMPL4 and TMPL5 respec-
tively. To guarantee the accuracy of simulation results, the
simulation at each PIR is repeated a number of times, to
guarantee accuracy with a 95 percent confidence interval
within 2 percent of the means.

Fig. 16 depicts the average packet delay variations under
transpose1 traffic. The routing pressures for XY, NF, NL and
WF routings are 6.0 as Fig. 15 shows. The packet delays
under these four routings are larger than 200 even when PIR
is 0.013. TMPL5 has the best performance under this traffic.

Fig. 17 shows the average packet delay variations under
transpose2 traffic. The average packet delays for XY, NL,
and WF are so large that they could not be shown in the
figure. NF routing has the smallest average packet delay
since it is fully adaptive. Except NF routing, TMPL5 has bet-
ter performance than other routings.

The results for hs-c traffic are depicted in Fig. 18. Under
this traffic, TMPL5, NL and WF routings have better per-
formance than other routings.

Fig. 14. Routing pressure statistics for 6� 6 network. Fig. 15. Routing pressure statistics for 7� 7 network.

2070 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 27, NO. 7, JULY 2016



The delay variations for hs-tr traffic are shown in Fig. 19.
NL andWF routings have the best performance.

The average packet delay variations for uniform traffic
are shown in Fig. 20. XY routing has the best performance
under uniform traffic.

5 CONCLUSIONS

In this paper, we carry out detailed study on network
congestion. We found that congestion usually happens at
partial nodes in a local network region. Some specific
communication pairs will be mostly affected by conges-
tion and always have the largest packet delay. The few
affected communication pairs greatly contribute to the
average packet delay. Local congestion will cause that
under some routings and traffic scenarios, the network

throughput increases before the maximum, and then
drops to the stable level.

A method to overcome local congestion is proposed
while designing routing algorithm. It requires that routing
pressure in every local region is smaller than a specified
minimum. After conducting experiment on different region
size we found that 5� 5 region size could lead to optimal
performance routing algorithm.

As the future study, we will explore the local congestion
in other kinds of networks and how to avoid it.
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