The well-known Fibonacci numbers are defined recursively in the box to the right. The sequence of Fibonacci starts off like this:

**Fibonacci numbers**

F(0) = 0. F(1) = 1.

For n > 1, F(n) = F(n-1) + F(n-2)

0, 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, …

This discussion of the Fibonacci numbers provides an interesting look at the development of algorithms and data structures and also gives interesting historical tidbits. Moreover, Fibonacci numbers are connected with numbers called the golden ratio and golden angle, they have connections with architecture, and they appear in various ways in nature. Another pdf file in this JavaHyperText treats discusses these topics.

Many people think that Fibonacci numbers first appeared in Fibonacci’s historic book on arithmetic, *Liber Abaci* (*The Book of Calculation*), in 1202. Actually, Fibonacci was not his real name! That name was given to him by a writer well after his death. When he was living, he was known as Leonardo of Pisa. Moreover, the Fibonacci is numbers were used and discussed in ancient Sanskrit texts in India.

casting, like (**int**) 'g' and (**int**) 5.2 , and   
relations like 5 < 3 and 'c' >= 'd'

The definition of a basic step allows us to consider expression (3) as either one or two basic steps. This is done deliberately. We will see later on that because of the way in which we use basic steps, it won’t matter which choice we make. This may confuse you at first, but go along with this idea for now. If you are asked to count the basic steps in an algorithm, if there is ambiguity, write down what you are considering the basic steps.

Consider the if-statement to the right. Evaluation of the if-condition is a basic step. Evaluation of x+y is a basic step, as is assignment of its value to x. Therefore, execution of this if-statement executes either 1 or 3 basic steps. But we could also consider the whole if-statement as a basic step, because, since x and y are **int** variables, the time to execute the if-statement is bounded above by some number of nanoseconds, no matter what the values of x and y are.

if (x < y) {

x= x+y;

}

We calculate the number of basic steps in executing the loop with initialization that appears to the right, assuming that n ≥ 0.

// Store in s the sum of 1..n.

int s= 0;

for (int k= 1; k <= n; k++)

s= s + k;

The basic step s= 0; is executed once.

The basic step k= 1; is executed once.

The basic step k ≤ n is evaluated n+1 times (it is true n times and false once).

The basic step k++ (which is shorthand for k= k+1;) is executed n times.

The basic step s= s+k; is executed n times.

We add these together and see that execution of this code requires 3n + 3 basic steps. The number of steps is *linear in* n; it is *proportional to* n.

Suppose we count the statement s= s+k; as two basic steps —the addition is one basic step and the assignment is the second basic step. Then, execution requires 4n+3 basic steps, not 3n+3. The important point is that the number of basic steps is still linear in n, it is proportional to n.

**Example of a nested loop**

There is a tendency to look at nested loops in which both have n as the upper limit in the loop-condition and to immediately say that execution must require n2 basic steps. One must be more careful and study the code to know what it is doing.

for (int k= 1; k <= n; k++) {

t= 2;

while (t <= n) {

t= 2\*t;

}

}

We look at an example in which the term log n arises. Remember that if m = 2n, then log m = n. We use logarithms to the base 2. Below, assume 2 ≤ n.

In the code to the right, k is not used in the body of the outer loop. Therefore, the number of basic steps in executing the body is the same at each iteration.

When executing the outer-loop body, t takes on the values 2, 4, 8, …, 2h where 2h ≤ n < 2h+1. Write this as; 21, 22, …, 2h where 2h ≤ n < 2h+1, and we see that the statement t= 2\*t; is executed h = floor (log n) times. We calculate the number of basic steps in executing the body of the outer loop:

t= 2; 1 time

t ≤ n 1 + floor (log n) times (it is found false once)

t= 2\*t; floor (log n) times

In total, then, execution of the body executes 2 \* floor (log n) + 2 basic steps.

We calculate the number of basic steps in executing the whole algorithm:

k= 1; 1 time

k ≤ n n+1 times

k++ n times

basic steps in body of outer loop: n \* (2 floor (log n) + 2) (since the body is executed n times)

We add these together and rearrange to get this many basic steps:

2n floor(log n) + 4n + 2

We would now say that the number of basic steps performed is proportional to n log n.

**Valuable tip**: In the box to the right, the value of t is doubled at each iteration until it gets greater than n. Whenever you see a loop that doubles a value (starting with 1 or 2) until it becomes greater than a value n, recognize immediately that the number of iterations is proportional to the base-2 log of n.

t= 2;

while (t <= n) {

t= 2\*t;

}