# 第一章 绪论

## 1.1 研究背景及意义

文字是人类用来记录特定的事物，简化图像而形成的一种书写符号。文字的发展经历了形意文字，意音文字和拼音文字的时代。文字的出现使历史事件不在是口口相传,而是有确切的记录，通过文字不仅能够使我们了解前人的思想、成就、经验，还能够使提高信息的传播效率，大大的加快了人类的文明发展进程。

最初的字符识别研究是随着计算机的发展而产生的，虽然文字记录相对于口语相传有一定的优势，但是纸质资料容易损毁，传输不便。字符识别的目的就是为了克服这些困难，它能够将大量的文字记录转成可修改，易保存并能够在计算机上处理的电子资料。

光学字符识别技术，指对文本资料的图像文件进行分析识别处理，获取文字及版面信息的过程，其解决了高速的计算机处理和低速的人工输入之间的矛盾，实现了文档的自动电子化。不管是在计算机还没出现的过去，还是电子设备层出不穷的现在，大量的信息都还是在印刷品或纸上，人工将这些信息输入到电子设备中是个困难的工作。光学字符识别有效的化解了信息化发展的瓶颈。经过几十年的发展，如今的光学字符识别技术已经能够处理大量扫描清晰，版面整洁，分辨率高的文档。但在复杂的情况下，如扫描时文档倾斜，夹杂了背景，文档分辨率低，受到了污染，退化等，传统的方法不能够得到很好的转化率。而这些状况在现实中是容易遇到的，研究更好的方法完善目前的光学字符识别方法有重要的现实意义。

最近几年，随着智能手机等移动设备的普及，人们可以通过智能设备自带的摄像头随时随地保存身边场景的图像信息，图像信息中通常存在大量的文本，这些文本作为场景中重要的信息来源对场景的认知和描述有重要的价值，所以这就极大的扩展字符识别研究的潜在需求。

自然场景中的文本有着天然的复杂和低质量，首先获取文本图像的设备多样，分辨率参差不齐，其次场景的多变导致背景变化多样，最后是拍摄的条件导致的光照，形变等。自然界的文本随处可见，如海报，包装，广告牌，路牌，商店名称，车牌等。其应用场合也是丰富多彩的，比如盲人导航通过手持设备，识别街道上的路标，门牌，再转化为语音来为盲人提供帮助。通过拍摄自然场景中的文字图像，可把图像中的文字转换成可编辑的文本资料，使它成为可交流的语义信息。

语义信息对于场景的认知具有极其重要的意义，而通过场景中的文本识别，我们可以轻易获得场景的语义，比如驾车通过一个学校区域，场景中有学校的建筑，大门，树木等目标，但通过识别这些目标是无法确定这是一个学校区域的。而如果识别了学校区域内的文本标识如学校名称，那么具备这个语义信息就能够很容易确定这是一个学校区域，这一信息对于我们驾车指导是有重要的价值，比如需要注意减速。利用智能设备或计算机自动识别场景中的文本信息，可以对智能交通管理，汽车自动驾驶，视觉感知辅助，危机预防和司法鉴定识别提供极大的帮助。从理论研究和实际的应用前景来看，复杂情况下的文本字符识别的研究有着重要的理论意义和实用价值。

## 1.2 文本定位国内外研究现状

在光学字符识别中，文本定位并不作为一个独立的步骤被提出，因为一般文档图像都是经过扫描仪得到的，图像中很少存在大范围的非文本区域。但在场景图像中，文本定位的目的是在场景图像中找到文本的位置，文本定位作为文本识别的先决步骤，在识别中占据重要的地位。类似我们人类，当我们关注场景时，并不是直接识别出一个个字符的，而是眼睛注意到一个整块的文本区域，然后对这一个区域进行字符的识别。文本定位的难点在于场景的复杂性和文本的多样性。场景的复杂性表现在场景中存在各种干扰，如窗子，草地，这些干扰通常和文本有着相同的纹理。另外场景中的光照变化也会导致文本区域光照不均，这会导致文本区域无法成为一个统一的区域。文本的多样性表现在文本的颜色，大小和形状不同。

从文档图像分析到场景图像分析，文本的定位也受到很多关注，从最先的CD，杂志封面文本定位到智能交通系统中的车牌定位，视频中的字幕提取，再到限制条件少，复杂背景下的场景文本定位，文本定位算法的鲁棒性越来越高，适用的范围也越来越广泛。文本定位的方法一般可以分为三种基于连通域的，基于学习和两者结合的方式。基于连通域的流程一般是提取候选文本区域，采用先验信息滤除部分非文本区域，然后根据候选文本字符间关系构造文本词。在提取候选区域方法上经历了2004年文献【1】提出的简单的连通域分析到2005年文献【2】提出基于canny的边缘提取，接着是2010年文献【3】提出笔画宽度变换（SWT：Stoke Width Transform），再接下来的2011年文献【4】【5】提出局部梯度特征和改进的SWT。滤除非文本区域的方式大部分采用的是先验信息如文本的高，宽，高宽比，占有率，致密性，边缘梯度等。构造文本词则是文献【1】利用的是字符间水平间距和垂直间距，文献【4】在水平和垂直距离的基础上增加了质心和颜色之间的限制，文献【6】则是采用聚类的方式，但是参数的设置是通过学习来得到的。基于学习的方式则是不同特征提取方法如纹理，小波，笔画以及分类器的使用如SVM（Support Vector Machine），AdaBoost。两者结合的方式一般在提取阶段采用连通域的方式，但是滤除阶段是通过训练样本学习分类器来实现非文本的滤除。

依据这种分类方式，对近几年的方法和文献做个介绍

1）基于连通域的方式

连通域分析在场景文本图像二值化后进行的，所以开始的研究集中在于场景文本图像的预处理，增强和二值化，文献【1】先将图像灰度化，然后在灰度图像上估计背景区域和前景区域，根据背景区域和前景区域的关系确定最后的二值化阈值，在得到二值化图像后，通过升采样的方式来增强图像，接着在增强图像上进行连通域分析，最后根据连通域的位置关系将文本进行定位。这一方法可以克服场景图像的光照不均，阴影，低对比度等情况，但对于复杂情况不能够得到较好的效果，因为这一方法没有考虑到场景文本特性。而在场景图像中，不管文本有不同的颜色，亮度，布局和方向，边缘是文本稳定的一个特征。文献【5】利用边缘的强度，密度和方向方差来生成特征映射图，特征映射图中的每个值代表的是文本的可能性。最后利用一个简单的全局阈值来分割特征映射图，这样就生成了一个文本区域为前景，其他为背景的二值图了。虽然边缘是文本的一个稳定特征，但是有很多干扰如树木，草地也同样存在着丰富的边缘。文献【3】提出了一种更加有效的边缘相关特性—笔画宽度，不像之前的方法一样，这一特性并不是存在于单个像素中而是存在一组像素中，梯度方向相反的两个像素间的所有像素都拥有相同的特征。相比边缘，这一特性能够大大的减少引进的非文本区域。基于连通域的方式很少需要在多尺度上进行操作，所以运算时间较快，但存在需要大量先验信息的弊端。

2）基于学习的方式

基于学习的方式一般流程是先将图像分割成一个个窗口，提取窗口中图像的特征，然后利用一个训练好的分类器来将窗口分成文本和非文本，最后文本区域连成一个文本行。文献【7】采用统计的方式分析了哪些图像的特征可以用来表征文本，然后利用这些文本的特征响应来得到一系列的弱分类器，这些弱分类器作为AdaBoost学习算法的输入来训练一个强分类器。作者采用了79个特征来训练4个强分类器。这79个特征包括4个亮度均值特征，12个亮度标准差特征，14个直方图特征和25个基于边缘链接的特征。文献【8】同样是采用AdaBoost来学习，但是在检测时采用的是融合了梯度方向直方图和多尺度局部二值模型的特征池替换上述的79个特征。文献【9】相当于结合了WaldBoost和CRF（Conditional Random Field）两个分类器来进行文本定位。在区域检测阶段，对于每个尺度的每个局部区域，提取HOG（Histograms Of Oriented Gradients）特征，利用WaldBoost得到分类结果，然后将分类结果转换成后验概率，依据这个后验概率生成文本置信度映射。采用全局阈值将映射图分割成连通区域图，对于连通区域图中的每个区域，采用CRF模型来标记为文本和非文本。文献【10】采用的文本的纹理特征，并利用SVM来进行分类。首先将图像分解成一系列固定大小的片段（![](data:image/x-wmf;base64,183GmgAAAAAAAEAFoAECCQAAAADzWgEACQAAA3oBAAACAJ4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAUAFCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8H///8ABQAAYQEAAAUAAAAJAgAAAAIFAAAAFAJAARYAHAAAAPsCsP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlBB2gAEUdqoqZlUEAAAALQEAABAAAAAyCgAAAAAGAAAAMTAwMTAwqACoAJ4BqACoAKACBQAAABQCQAE4AhwAAAD7ArD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB2KSsKyoiUdwSs2BgA2JQQdoABFHaqKmZVBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAtHmgAp4AAAAmBg8AMQFBcHBzTUZDQwEACgEAAAoBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVBcmlhbAARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIQpfRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0jyH0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAIAAgIDAgMAAwACAQIABAACAAUABgAKAQACAIgxAAIAiDAAAgCIMAACBIbXALQCAIgxAAIAiDAAAgCIMAAAADgKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBVqipmVQAACgA4AIoBAAAAAAAAAADc4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)像素），然后基于Haar小波分解的方式来提取纹理特征，滤除非文本片段采用的是SVM分类器，最后将文本片段构建成文本区域。基于学习的方式，计算量大，一般都在多尺度上处理，而且需要先准备好训练的数据来训练分类器。

3) 混合方式

两者结合的方式，一般都是分为两个阶段，第一个阶段是提取候选的连通区域，这个阶段一般采用的是连通域分析的方法。阶段二是文本区域和非文本区域的分类，这一阶段一般是采用分类器的方式实现的。文献【11】首先用局部自适应的方式来将图像分解成白、黑和灰三个层次，但是只在白和黑两个层次上获取候选的字符区域，对于每个候选的区域提取12个特征如边缘特征，笔画宽度特征等，SVM的训练数据包含4374个字符样本和4374个非字符样本，最后候选区域被分成字符和非字符。文献【12】采用最大极值稳定区域来提取候选的字符区域，候选区域如果有相同的几何特性就将其组合一个更大的区域，对于大区域提取水平垂直方差，笔画宽度，颜色等特征来创建AdaBoost分类器进行分类。两者结合的方式虽然没有众多的参数设置，但还是无法摆脱训练数据的限制。

## 1.3 文本识别国内外研究现状

文本识别是定位的最终目的，只有将文本识别后，才能够提供场景的一些信息，并且我们可以利用识别的结果来做更多事情。目前不管是企业还是学术机构都有很多团队在作相关方面的研究，在国外如google，国内如百度，腾讯。百度在百度翻译和百度识图中都有相应的应用模块，当然识别效果还是有待提高。

追踪相关的研究团队和文献，下面着重介绍几个团队的研究现状和成果，这些团队都是花费数年时间在这个课题上进行研究并取得一些不错的成果。一般的文本识别的研究可以分为三种，一是单个字符的识别，这时场景中的文本都已经分割成单个字符，目的是正确的字符分类，这一研究的主要目的是测试特征提取和分类器的有效性。二是词识别，这个阶段的识别是在文本定位的基础上进行的，主要是分割算法的研究和词典信息的利用。三是端到端的识别，这种研究没有明显的定位过程，定位和识别都在一个框架中完成的。

1）端到端文本识别

文献【13】【14】，作者建立了SVT（Street View Text）的数据集，这些数据集收集自Google地图的街景图，数据集中的文本图像存在很大的变化，并且分辨率都不是很高。同时作者也将数据集和其他数据集进行比较并提出一种新的词识别方法，这个方法采用的是一般的物体识别技术框架。主要包括两个流程分别是字符识别和词配置，字符识别采用的是多尺度滑动窗口的方式，提取的是每个字符的HOG特征，分类器采用简单的随机蕨。对于需求的大量训练数据，采用人工添加一定数据的高斯噪声和随机仿射变形的方式来得到的。利用图结构模型来进行词识别，将字符识别阶段得到的分数和位置输入图模型中，通过优化图模型得到最佳词配置。

后续的很多研究也都基本建立在这个流程上，文献【15】【16】采用自顶向下和自底向上的两个线索来识别场景中的文本。自底向上的信息是由图像的单个字符检测得到，自顶向下的信息则是基于词典的先验信息。这两者通过一个CRF模型来进行综合的。不同于前述方法，对于滑动得到的窗口，采用基于分类器分数和训练数据学习到的字符长宽比来滤除明显非字符的部分。另外字符识别的分类器利用的是SVM。

滑动窗口的方式容易导致类间的混淆，字符的类数越多，相互间识别错误的可能性就越大，并且多尺度滑动窗口会是识别时间大大增加。文献【17】【18】实现了实时的文本定位和识别。同样将识别分成两个阶段，在第一个识别阶段，提取出图像的所有极值区域，通过提取区域计算量很小的特征如高宽比，水平跨越特征，致密性和欧拉数等判断是否是一个字符。第一阶段得到结果是每个区域为字符的可能性，而只有那些有最大可能性的极值区域被用在第二阶段。第二阶段提取的是耗费时间更长的特征，另外采用SVM分类器来进行分类。在得到为字符的极值区域后，首先要训练一个分类器，训练分类器的数据直接是来至于Windows操作系统上的字体。提取的是字符的极值区域边缘像素方向，对每个方向用25维的特征表示，总共采用8个方向，最后一个字符就表征为200维的向量。同样是用RBF（Radial Basis Function）核SVM来进行分类。

## 1.4 本论文的主要工作及组织结构

本文主要对红外弱小目标检测算法以及张量建模等数学算法进行研究，并将张量模型应用在弱小目标检测上，并对算法设计及原理实现进行深入的探讨。

论文章节安排如下：

第一章，绪论。介绍本课题研究背景及意义，首先介绍红外弱小目标检测研究的国内外动态，然后介绍张量建模的国内外研究动态，并提出目前将两者结合起来方面的研究还比较少。最后对本文工作做简要叙述，并给出论文整体安排。

第二章，红外弱小目标特性分析。主要从目标、背景和噪声三方面对红外图像进行分析。分析红外图像中不同结构的数学模型，对各种模型进行比较，在检测时能针对不同的目标采用不同的数学模型进行处理。最后介绍如何对检测结果进行评价并给出评价标准。

第三章，红外图像背景抑制与分割。本章从红外弱小目标图像处理的基本步骤着手，介绍在红外图像处理领域常用的目标背景抑制与目标分割算法。并针对处理结果，提出合适的评价方法，以便后续研究顺利进行。

第四章，基于奇异值分解的弱小目标检测。文中提出了一种基于奇异值分解的红外弱小目标增强算法。使用多帧的图像序列，将其合并为一个矩阵，使用数学公式对矩阵进行分解从而得到合适的特征值，然后用合适的特征值对图像序列重构，就能使单帧图像得到极好的增强，再使用图像分割算法将目标从背景中提取出来。

第五章，基于张量建模的弱小目标检测。结合张量模型，将具有不同特性的红外图像构造为多维张量模型，对模型进行张量分解，再进行张量重构，重构后的模型在不同特性维度上能对弱小目标的不同特征给予适合的表示。结合多种特性对目标进行检测，并对结果进行比较分析。

第六章，总结与展望。主要介绍本论文所完成的工作与对未来需要完成的工作进行展望。