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INTRODUCTION

Machine Learning is often used to classify users of an online service into demographic traits in order to better tailor the service to users’ interests and to present the platform to advertisers who are interested in targeting certain demographics. The research problem posed to this project is whether the gender of a Twitter user can be identified given details of their profile. This project uses the metrics of the text of a tweet from the user, the user’s profile description (known as a ‘bio’), the user’s chosen colour to accent their profile, and the user’s screen name. The WEKA library of machine learning algorithms was trained on a large dataset to identify the gender of users from this data. Being able to identify the gender of Twitter users would be useful when deciding what tweets and profiles to promote to users as well as deciding what ads to show to these users.

RELATED WORK

Deitrick et al (2012) [1] used a neural network called the Modified Balanced Winnow to classify Twitter users’ gender based on Tweet content as well as other traits selected by WEKA’s attribute selection algorithms. The writers understood men and women to write differently. While the character limit of Twitter (140 at the time of publication) limits the amount of data per tweet that can be used for classification, this also pushes users to engage in abbreviations and initialisms. As the type of language used in these contexts tends to be heavily stylized and influenced by social groups, this makes identifying users’ gender easier.

Filho, Castro and Pasti (2016) [1a] analysed Twitter text and categorized the writers into male and female categories based on meta-text attributes such as syntax, lexicon, structure and morphology. Analysing tweets made in Portuguese by Brazilian journalists, they found that characters and syntax and textual structure were some of the strongest indicators of the gender of the author.

METHODOLOGY

The dataset ‘**Twitter User Gender Classification’** from Kaggle was used. This data had been sorted by humans into being from a male, female or branded Twitter account. Some of the data was classified as being unknown, and each data item was given a confidence interval associated with its assignment if it was classified as male, female or brand.

This data was presented as an Excel spreadsheet containing the text of a tweet, the Tweet author’s perceived gender, a confidence interval for that gender assessment, the author’s Twitter name, handle, profile description, and details about the Tweet and author such as date Tweet was posted, date the profile was created, number of favourited/liked Tweets, etc.

This data was first trimmed to contain only the details of users who were male or female with an assessment confidence of 1. This yielded 12,894 items of the original 20,000-item data set. In this set were 6,194 tweets from men (48.04%) and the rest (6700 tweets, 51.96% of the set) were from women. This data was then reduced to show only the text of a tweet from the user, the user’s profile description (known as a ‘bio’), the user’s chosen colour to accent their profile, and the user’s unique handle. The colour was encoded using hex coding. This data was saved to an .ARFF file.

The intention for this program was to identify the words, self-descriptions and profile colours associated with different genders in this data set.

The WEKA Machine Learning Library was used to assess the data. The WEKA Zero Result algorithm was used to establish a baseline to compare other algorithms against. The algorithms used were the User Classifier algorithm and Naïve Bayes Multinomial Result algorithm. All of these algorithms were tested using 10-fold cross-validation.

RESULTS AND DISCUSSION

This program correctly assesses the gender of Twitter users based on Tweet content 50.15% of the time. This figure comes from running the program over a test data set which comprised 10% of the processed data for a total of ~1000 Tweets, of which half were from female users and half from male users.

Due to difficulties in implementing the program, the point at which Twitter data transitioned to Tweets from female users to Tweets from male users was hard-coded into the program. For future versions of this project, it would be desired to enable the program to read the gender of the user from training data without this process.

This project takes a blunt approach to assessing Twitter users’ gender and ranks all keywords equally. A more refined implementation of this program would involve weighting words by gender and using this weighted scoring system to assess Twitter users’ gender.

LIMITATIONS AND OUTLOOK

The primary limitation on this project was that there was insufficient work done to complete the course code. The completion of this work will have to be done to develop on this project. Variations on the methodology to consider going forward include varying the percentage of most popular words by gender considered, weighting words by their popularity by gender, and analyzing the impact of other factors such as profile description and Twitter username on gender analysis.
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