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knitr::opts\_chunk$set(echo = TRUE)

library(ggplot2)  
library(lattice)  
library(dplyr)

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(readr)  
library(caret)  
library(dplyr)  
library(knitr)  
library(e1071)  
library(class)  
library(ISLR)  
library(reshape2)  
library(data.table)

##   
## Attaching package: 'data.table'

## The following objects are masked from 'package:reshape2':  
##   
## dcast, melt

## The following objects are masked from 'package:dplyr':  
##   
## between, first, last

#library(tydir)

#Importing Data set

#importing Data set and converting   
getwd()

## [1] "C:/Users/durga/OneDrive/Documents"

UB<-read.csv("C:/Users/durga/Downloads/UniversalBank.csv")  
#summarize the Data  
str(UB)

## 'data.frame': 5000 obs. of 14 variables:  
## $ ID : int 1 2 3 4 5 6 7 8 9 10 ...  
## $ Age : int 25 45 39 35 35 37 53 50 35 34 ...  
## $ Experience : int 1 19 15 9 8 13 27 24 10 9 ...  
## $ Income : int 49 34 11 100 45 29 72 22 81 180 ...  
## $ ZIP.Code : int 91107 90089 94720 94112 91330 92121 91711 93943 90089 93023 ...  
## $ Family : int 4 3 1 1 4 4 2 1 3 1 ...  
## $ CCAvg : num 1.6 1.5 1 2.7 1 0.4 1.5 0.3 0.6 8.9 ...  
## $ Education : int 1 1 1 2 2 2 2 3 2 3 ...  
## $ Mortgage : int 0 0 0 0 0 155 0 0 104 0 ...  
## $ Personal.Loan : int 0 0 0 0 0 0 0 0 0 1 ...  
## $ Securities.Account: int 1 1 0 0 0 0 0 0 0 0 ...  
## $ CD.Account : int 0 0 0 0 0 0 0 0 0 0 ...  
## $ Online : int 0 0 0 0 0 1 1 0 1 0 ...  
## $ CreditCard : int 0 0 0 0 1 0 0 1 0 0 ...

head(UB)

## ID Age Experience Income ZIP.Code Family CCAvg Education Mortgage  
## 1 1 25 1 49 91107 4 1.6 1 0  
## 2 2 45 19 34 90089 3 1.5 1 0  
## 3 3 39 15 11 94720 1 1.0 1 0  
## 4 4 35 9 100 94112 1 2.7 2 0  
## 5 5 35 8 45 91330 4 1.0 2 0  
## 6 6 37 13 29 92121 4 0.4 2 155  
## Personal.Loan Securities.Account CD.Account Online CreditCard  
## 1 0 1 0 0 0  
## 2 0 1 0 0 0  
## 3 0 0 0 0 0  
## 4 0 0 0 0 0  
## 5 0 0 0 0 1  
## 6 0 0 0 1 0

#Checking for Missing Values

colMeans(is.na(UB))

## ID Age Experience Income   
## 0 0 0 0   
## ZIP.Code Family CCAvg Education   
## 0 0 0 0   
## Mortgage Personal.Loan Securities.Account CD.Account   
## 0 0 0 0   
## Online CreditCard   
## 0 0

#Converting & Summary online variables

DF\_UB<-UB%>% select(Age,Experience,Income,Family,CCAvg,Education,Mortgage,Personal.Loan,Securities.Account,CD.Account,Online,CreditCard)  
  
DF\_UB$CreditCard <- as.factor(DF\_UB$CreditCard)  
summary(DF\_UB$CreditCard)

## 0 1   
## 3530 1470

is.factor(DF\_UB$CreditCard)

## [1] TRUE

DF\_UB$Personal.Loan <- as.factor((DF\_UB$Personal.Loan))  
summary(DF\_UB$Personal.Loan)

## 0 1   
## 4520 480

is.factor(DF\_UB$Personal.Loan)

## [1] TRUE

DF\_UB$Online <- as.factor(DF\_UB$Online)  
summary(DF\_UB$Online)

## 0 1   
## 2016 2984

is.factor(DF\_UB$Online)

## [1] TRUE

#split data 60% Training and 40% validation

selected.var <- c(8,11,12)  
set.seed(1)  
Train\_Index = createDataPartition(DF\_UB$Personal.Loan, p=0.60, list=FALSE)   
Train\_Data = DF\_UB[Train\_Index,selected.var]  
Validation\_Data = DF\_UB[-Train\_Index,selected.var]

#A.Pivot Table for credit card, Loan & Online

attach(Train\_Data)  
ftable(CreditCard,Personal.Loan,Online)

## Online 0 1  
## CreditCard Personal.Loan   
## 0 0 780 1126  
## 1 77 120  
## 1 0 303 503  
## 1 39 52

detach(Train\_Data)

The pivot table is now created with online as a column, Credit Card and LOAN as rows. #B) (probability not using Naive Bayes) With Online=1 and Credit Card=1, we can calculate the likelihood that Loan=1 by , we add 52(Loan=1 from ftable) and 503(Loan=0 from ftable) which gives us 555. Probability= 52/555 = 0.09369 or 9.36% . Hence the probability is 9.36%

prop.table(ftable(Train\_Data$CreditCard,Train\_Data$Online,Train\_Data$Personal.Loan),margin=1)

## 0 1  
##   
## 0 0 0.91015169 0.08984831  
## 1 0.90369181 0.09630819  
## 1 0 0.88596491 0.11403509  
## 1 0.90630631 0.09369369

The above table shows chances of geting a loan if you have a credit card and you apply online

#C.pivot table between personal loan and online , personal loan & credit card

attach(Train\_Data)  
ftable(Personal.Loan,Online)

## Online 0 1  
## Personal.Loan   
## 0 1083 1629  
## 1 116 172

ftable(Personal.Loan,CreditCard)

## CreditCard 0 1  
## Personal.Loan   
## 0 1906 806  
## 1 197 91

detach(Train\_Data)

The two pivot tables of above written as follows 1.In First pivot table: Online as a column & personal loan as row 2.In second Pivot table: Credit card as column & personal row as row

#D Propotion Pivot table

prop.table(ftable(Train\_Data$Personal.Loan,Train\_Data$CreditCard),margin=1)

## 0 1  
##   
## 0 0.7028024 0.2971976  
## 1 0.6840278 0.3159722

prop.table(ftable(Train\_Data$Personal.Loan,Train\_Data$Online),margin=1)

## 0 1  
##   
## 0 0.3993363 0.6006637  
## 1 0.4027778 0.5972222

The code above displays a proportion pivot table that can assist in answering question D. D1) 91/288 = 0.3159 or 31.59%  
D2) 172/288 = 0.5972 or 59.72% D3) total loans= 1 from table (288) is now divided by total count from table (3000) = 0.096 or 9.6% D4) 806/2712 = 0.2971 or 29.71% D5) 1629/2712 = 0.6006 or 60.06% D6) total loans=0 from table(2712) which is divided by total count from table (3000) = 0.904 or 90.4%

#E)Naive Bayes calculation (0.3159 \* 0.5972 \* 0.096)/[(0.3159 \* 0.5972 \* 0.096)+(0.2971 \* 0.6006 \* 0.904)] = 0.0528913646 or 5.29%

#F) Compare this value with the one obtained from the pivot table in (B). Which is a more accurate estimate? While E uses probability for each of the counts, B does a direct computation based on a count. As a result, B is more exact, but E is best for broad generality.

##G)Which of the entries in this table are needed for computing P(Loan = 1 | CC = 1, Online = 1)?Run naive Bayes on the data. Examine the model output on training data, and find the entrythat corresponds to P(Loan = 1 | CC = 1, Online = 1). Compare this to the number you obtained in (E).

Universal.nb <- naiveBayes(Personal.Loan ~ ., data = Train\_Data)  
Universal.nb

##   
## Naive Bayes Classifier for Discrete Predictors  
##   
## Call:  
## naiveBayes.default(x = X, y = Y, laplace = laplace)  
##   
## A-priori probabilities:  
## Y  
## 0 1   
## 0.904 0.096   
##   
## Conditional probabilities:  
## Online  
## Y 0 1  
## 0 0.3993363 0.6006637  
## 1 0.4027778 0.5972222  
##   
## CreditCard  
## Y 0 1  
## 0 0.7028024 0.2971976  
## 1 0.6840278 0.3159722

While understanding how you’re computing P(LOAN=1|CC=1,Online=1) using the Naive Bayes model is made straightforward by utilizing the two tables created in step C, you can also rapidly compute P(LOAN=1|CC=1,Online=1) using the pivot table created in step B.

#NB confusion matrix for Train\_Data

pred.class <- predict(Universal.nb, newdata = Train\_Data)  
confusionMatrix(pred.class, Train\_Data$Personal.Loan)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 2712 288  
## 1 0 0  
##   
## Accuracy : 0.904   
## 95% CI : (0.8929, 0.9143)  
## No Information Rate : 0.904   
## P-Value [Acc > NIR] : 0.5157   
##   
## Kappa : 0   
##   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 1.000   
## Specificity : 0.000   
## Pos Pred Value : 0.904   
## Neg Pred Value : NaN   
## Prevalence : 0.904   
## Detection Rate : 0.904   
## Detection Prevalence : 1.000   
## Balanced Accuracy : 0.500   
##   
## 'Positive' Class : 0   
##

##Validation set

pred.prob <- predict(Universal.nb, newdata=Validation\_Data, type="raw")  
pred.class <- predict(Universal.nb, newdata = Validation\_Data)  
confusionMatrix(pred.class, Validation\_Data$Personal.Loan)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1808 192  
## 1 0 0  
##   
## Accuracy : 0.904   
## 95% CI : (0.8902, 0.9166)  
## No Information Rate : 0.904   
## P-Value [Acc > NIR] : 0.5192   
##   
## Kappa : 0   
##   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 1.000   
## Specificity : 0.000   
## Pos Pred Value : 0.904   
## Neg Pred Value : NaN   
## Prevalence : 0.904   
## Detection Rate : 0.904   
## Detection Prevalence : 1.000   
## Balanced Accuracy : 0.500   
##   
## 'Positive' Class : 0   
##

#ROC

library(pROC)

## Type 'citation("pROC")' for a citation.

##   
## Attaching package: 'pROC'

## The following objects are masked from 'package:stats':  
##   
## cov, smooth, var

roc(Validation\_Data$Personal.Loan,pred.prob[,1])

## Setting levels: control = 0, case = 1

## Setting direction: controls < cases

##   
## Call:  
## roc.default(response = Validation\_Data$Personal.Loan, predictor = pred.prob[, 1])  
##   
## Data: pred.prob[, 1] in 1808 controls (Validation\_Data$Personal.Loan 0) < 192 cases (Validation\_Data$Personal.Loan 1).  
## Area under the curve: 0.5193

plot.roc(Validation\_Data$Personal.Loan,pred.prob[,1],print.thres="best")

## Setting levels: control = 0, case = 1  
## Setting direction: controls < cases

![](data:image/png;base64,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) Setting a threshold of 0.906 improves the model by decreasing sensitivity to 0.464 and improving specificity to 0.576. ```