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knitr::opts\_chunk$set(echo = TRUE)

#install.packages("readr")  
library(readr)  
#install.packages("lattice")  
library(lattice)  
#install.packages("caret")  
library(caret)

## Loading required package: ggplot2

#install.packages("ISLR")  
library(ISLR)  
#install.packages("ggplot2")  
library(ggplot2)  
#install.packages("FNN")  
library(FNN)  
#install.packages("plyr")  
library("plyr")  
#install.packages("gmodels")  
library(gmodels)  
#install.packages("ggplot2")  
library(ggplot2)

#Importing Data, Data visulization & Data Summary #a.Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 =1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1, and Credit Card = 1. Perform a k-NN classification with all predictors except ID and ZIP code using k = 1. Remember to transform categorical predictors with more than two categories into dummy variables first. Specify the success class as 1 (loan acceptance), and use the default cutoff value of 0.5. How would this customer be classified?

options(stringsAsFactors = FALSE)  
UniversalBank <- read.csv("C:/Users/durga/OneDrive/Desktop/UniversalBank.csv")  
Universalbank\_num <-UniversalBank [, c(2:4,6:14)]  
#install.packages("corrplot")  
library(corrplot)

## corrplot 0.92 loaded

corrplot(cor(Universalbank\_num), method="color")
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summary(Universalbank\_num)

## Age Experience Income Family   
## Min. :23.00 Min. :-3.0 Min. : 8.00 Min. :1.000   
## 1st Qu.:35.00 1st Qu.:10.0 1st Qu.: 39.00 1st Qu.:1.000   
## Median :45.00 Median :20.0 Median : 64.00 Median :2.000   
## Mean :45.34 Mean :20.1 Mean : 73.77 Mean :2.396   
## 3rd Qu.:55.00 3rd Qu.:30.0 3rd Qu.: 98.00 3rd Qu.:3.000   
## Max. :67.00 Max. :43.0 Max. :224.00 Max. :4.000   
## CCAvg Education Mortgage Personal.Loan   
## Min. : 0.000 Min. :1.000 Min. : 0.0 Min. :0.000   
## 1st Qu.: 0.700 1st Qu.:1.000 1st Qu.: 0.0 1st Qu.:0.000   
## Median : 1.500 Median :2.000 Median : 0.0 Median :0.000   
## Mean : 1.938 Mean :1.881 Mean : 56.5 Mean :0.096   
## 3rd Qu.: 2.500 3rd Qu.:3.000 3rd Qu.:101.0 3rd Qu.:0.000   
## Max. :10.000 Max. :3.000 Max. :635.0 Max. :1.000   
## Securities.Account CD.Account Online CreditCard   
## Min. :0.0000 Min. :0.0000 Min. :0.0000 Min. :0.000   
## 1st Qu.:0.0000 1st Qu.:0.0000 1st Qu.:0.0000 1st Qu.:0.000   
## Median :0.0000 Median :0.0000 Median :1.0000 Median :0.000   
## Mean :0.1044 Mean :0.0604 Mean :0.5968 Mean :0.294   
## 3rd Qu.:0.0000 3rd Qu.:0.0000 3rd Qu.:1.0000 3rd Qu.:1.000   
## Max. :1.0000 Max. :1.0000 Max. :1.0000 Max. :1.000

head(UniversalBank,10)

## ID Age Experience Income ZIP.Code Family CCAvg Education Mortgage  
## 1 1 25 1 49 91107 4 1.6 1 0  
## 2 2 45 19 34 90089 3 1.5 1 0  
## 3 3 39 15 11 94720 1 1.0 1 0  
## 4 4 35 9 100 94112 1 2.7 2 0  
## 5 5 35 8 45 91330 4 1.0 2 0  
## 6 6 37 13 29 92121 4 0.4 2 155  
## 7 7 53 27 72 91711 2 1.5 2 0  
## 8 8 50 24 22 93943 1 0.3 3 0  
## 9 9 35 10 81 90089 3 0.6 2 104  
## 10 10 34 9 180 93023 1 8.9 3 0  
## Personal.Loan Securities.Account CD.Account Online CreditCard  
## 1 0 1 0 0 0  
## 2 0 1 0 0 0  
## 3 0 0 0 0 0  
## 4 0 0 0 0 0  
## 5 0 0 0 0 1  
## 6 0 0 0 1 0  
## 7 0 0 0 1 0  
## 8 0 0 0 0 1  
## 9 0 0 0 1 0  
## 10 1 0 0 0 0

# Perform a k-NN classification with all predictors except ID and ZIP code using k = 1.  
  
 UniversalBank<- subset(UniversalBank, select = -c(ZIP.Code,ID))  
# convert the education variable as factor   
UniversalBank$Education <- as.factor(UniversalBank$Education)  
str(UniversalBank)

## 'data.frame': 5000 obs. of 12 variables:  
## $ Age : int 25 45 39 35 35 37 53 50 35 34 ...  
## $ Experience : int 1 19 15 9 8 13 27 24 10 9 ...  
## $ Income : int 49 34 11 100 45 29 72 22 81 180 ...  
## $ Family : int 4 3 1 1 4 4 2 1 3 1 ...  
## $ CCAvg : num 1.6 1.5 1 2.7 1 0.4 1.5 0.3 0.6 8.9 ...  
## $ Education : Factor w/ 3 levels "1","2","3": 1 1 1 2 2 2 2 3 2 3 ...  
## $ Mortgage : int 0 0 0 0 0 155 0 0 104 0 ...  
## $ Personal.Loan : int 0 0 0 0 0 0 0 0 0 1 ...  
## $ Securities.Account: int 1 1 0 0 0 0 0 0 0 0 ...  
## $ CD.Account : int 0 0 0 0 0 0 0 0 0 0 ...  
## $ Online : int 0 0 0 0 0 1 1 0 1 0 ...  
## $ CreditCard : int 0 0 0 0 1 0 0 1 0 0 ...

# Create dummies for education variable  
library(dummies)

## dummies-1.5.6 provided by Decision Patterns

education = dummy(UniversalBank$Education)

## Warning in model.matrix.default(~x - 1, model.frame(~x - 1), contrasts =  
## FALSE): non-list contrasts argument ignored

#Convert Education to dummy variables

library(fastDummies)

## Thank you for using fastDummies!

## To acknowledge our work, please cite the package:

## Kaplan, J. & Schlegel, B. (2023). fastDummies: Fast Creation of Dummy (Binary) Columns and Rows from Categorical Variables. Version 1.7.1. URL: https://github.com/jacobkap/fastDummies, https://jacobkap.github.io/fastDummies/.

Universalbank\_dummy <- dummy\_cols(Universalbank\_num, select\_columns = "Education")

#Splitting data Training : 60% , Validation : 40%

set.seed(1)  
#splitting 60% of data into training & 40% of data into validation   
Train\_index <- createDataPartition(Universalbank\_dummy$'Personal.Loan', p=0.6, list=FALSE)  
Training\_data <-Universalbank\_dummy[Train\_index,]  
Validation\_data <-Universalbank\_dummy [-Train\_index,]  
summary(Training\_data)

## Age Experience Income Family   
## Min. :23.00 Min. :-3.00 Min. : 8.00 Min. :1.000   
## 1st Qu.:36.00 1st Qu.:10.00 1st Qu.: 39.00 1st Qu.:1.000   
## Median :45.00 Median :20.00 Median : 63.00 Median :2.000   
## Mean :45.43 Mean :20.19 Mean : 73.08 Mean :2.388   
## 3rd Qu.:55.00 3rd Qu.:30.00 3rd Qu.: 98.00 3rd Qu.:3.000   
## Max. :67.00 Max. :43.00 Max. :224.00 Max. :4.000   
## CCAvg Education Mortgage Personal.Loan   
## Min. : 0.000 Min. :1.00 Min. : 0.00 Min. :0.00000   
## 1st Qu.: 0.700 1st Qu.:1.00 1st Qu.: 0.00 1st Qu.:0.00000   
## Median : 1.500 Median :2.00 Median : 0.00 Median :0.00000   
## Mean : 1.915 Mean :1.88 Mean : 57.34 Mean :0.09167   
## 3rd Qu.: 2.500 3rd Qu.:3.00 3rd Qu.:102.00 3rd Qu.:0.00000   
## Max. :10.000 Max. :3.00 Max. :635.00 Max. :1.00000   
## Securities.Account CD.Account Online CreditCard   
## Min. :0.0000 Min. :0.00000 Min. :0.0000 Min. :0.0000   
## 1st Qu.:0.0000 1st Qu.:0.00000 1st Qu.:0.0000 1st Qu.:0.0000   
## Median :0.0000 Median :0.00000 Median :1.0000 Median :0.0000   
## Mean :0.1003 Mean :0.05367 Mean :0.5847 Mean :0.2927   
## 3rd Qu.:0.0000 3rd Qu.:0.00000 3rd Qu.:1.0000 3rd Qu.:1.0000   
## Max. :1.0000 Max. :1.00000 Max. :1.0000 Max. :1.0000   
## Education\_1 Education\_2 Education\_3   
## Min. :0.0000 Min. :0.000 Min. :0.0000   
## 1st Qu.:0.0000 1st Qu.:0.000 1st Qu.:0.0000   
## Median :0.0000 Median :0.000 Median :0.0000   
## Mean :0.4173 Mean :0.285 Mean :0.2977   
## 3rd Qu.:1.0000 3rd Qu.:1.000 3rd Qu.:1.0000   
## Max. :1.0000 Max. :1.000 Max. :1.0000

summary(Validation\_data)

## Age Experience Income Family   
## Min. :23.0 Min. :-3.00 Min. : 8.00 Min. :1.000   
## 1st Qu.:35.0 1st Qu.:10.00 1st Qu.: 39.00 1st Qu.:1.000   
## Median :45.0 Median :20.00 Median : 64.00 Median :2.000   
## Mean :45.2 Mean :19.97 Mean : 74.81 Mean :2.409   
## 3rd Qu.:55.0 3rd Qu.:30.00 3rd Qu.: 99.00 3rd Qu.:3.000   
## Max. :67.0 Max. :43.00 Max. :218.00 Max. :4.000   
## CCAvg Education Mortgage Personal.Loan   
## Min. : 0.000 Min. :1.000 Min. : 0.00 Min. :0.0000   
## 1st Qu.: 0.700 1st Qu.:1.000 1st Qu.: 0.00 1st Qu.:0.0000   
## Median : 1.600 Median :2.000 Median : 0.00 Median :0.0000   
## Mean : 1.973 Mean :1.882 Mean : 55.24 Mean :0.1025   
## 3rd Qu.: 2.600 3rd Qu.:3.000 3rd Qu.: 97.25 3rd Qu.:0.0000   
## Max. :10.000 Max. :3.000 Max. :617.00 Max. :1.0000   
## Securities.Account CD.Account Online CreditCard   
## Min. :0.0000 Min. :0.0000 Min. :0.000 Min. :0.000   
## 1st Qu.:0.0000 1st Qu.:0.0000 1st Qu.:0.000 1st Qu.:0.000   
## Median :0.0000 Median :0.0000 Median :1.000 Median :0.000   
## Mean :0.1105 Mean :0.0705 Mean :0.615 Mean :0.296   
## 3rd Qu.:0.0000 3rd Qu.:0.0000 3rd Qu.:1.000 3rd Qu.:1.000   
## Max. :1.0000 Max. :1.0000 Max. :1.000 Max. :1.000   
## Education\_1 Education\_2 Education\_3   
## Min. :0.000 Min. :0.000 Min. :0.000   
## 1st Qu.:0.000 1st Qu.:0.000 1st Qu.:0.000   
## Median :0.000 Median :0.000 Median :0.000   
## Mean :0.422 Mean :0.274 Mean :0.304   
## 3rd Qu.:1.000 3rd Qu.:1.000 3rd Qu.:1.000   
## Max. :1.000 Max. :1.000 Max. :1.000

#checking Frequency of personal Loan splited properly or not  
count(Training\_data$`Personal.Loan`)

## x freq  
## 1 0 2725  
## 2 1 275

count(Validation\_data$`Personal.Loan`)

## x freq  
## 1 0 1795  
## 2 1 205

#Data Normalization

train.normalized.df <- Training\_data  
valid.normalized.df <- Validation\_data  
norm.values <- preProcess(Training\_data[, 1:7], method=c("center", "scale"))  
#Replacing columns with normalized values  
train.normalized.df [, 1:7] <- predict(norm.values,Training\_data[,1:7])   
valid.normalized.df [, 1:7] <- predict(norm.values, Validation\_data[,1:7])

#KNN Modeling

cl= as.data.frame(train.normalized.df[,8])  
tnf = as.data.frame(train.normalized.df)  
vnf = as.data.frame(valid.normalized.df)  
dim(cl)

## [1] 3000 1

dim(train.normalized.df[,1:7])

## [1] 3000 7

dim(valid.normalized.df[,1:7])

## [1] 2000 7

knn\_predict <- knn(tnf, vnf, cl=train.normalized.df$`Personal.Loan`, k =1)  
head(knn\_predict)

## [1] 0 0 0 0 1 0  
## Levels: 0 1

knn\_predict <- as.data.frame(knn\_predict)

#2. What is a choice of k that balances between overfitting and ignoring the predictor information?

#library(lattice)  
#library(ggplot2)  
#library(caret)  
accuracy.df <- data.frame(k= seq (1, 30, 1), accuracy = rep(0, 30))  
for( i in 1:30) {  
 prediction <- knn ( tnf, vnf, cl = train.normalized.df$`Personal.Loan`, k = i)  
 accuracy.df[i, 2] <- confusionMatrix ( as.factor (prediction), as.factor( valid.normalized.df$`Personal.Loan`))$overall[1]  
}  
accuracy.df

## k accuracy  
## 1 1 0.9880  
## 2 2 0.9770  
## 3 3 0.9855  
## 4 4 0.9790  
## 5 5 0.9815  
## 6 6 0.9740  
## 7 7 0.9790  
## 8 8 0.9715  
## 9 9 0.9755  
## 10 10 0.9690  
## 11 11 0.9705  
## 12 12 0.9660  
## 13 13 0.9685  
## 14 14 0.9665  
## 15 15 0.9685  
## 16 16 0.9650  
## 17 17 0.9660  
## 18 18 0.9630  
## 19 19 0.9660  
## 20 20 0.9625  
## 21 21 0.9650  
## 22 22 0.9625  
## 23 23 0.9635  
## 24 24 0.9605  
## 25 25 0.9630  
## 26 26 0.9600  
## 27 27 0.9610  
## 28 28 0.9580  
## 29 29 0.9590  
## 30 30 0.9580

plot(accuracy.df)

![](data:image/png;base64,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) #3.Show the confusion matrix for the validation data that results from using the best k. #Confusion Matrix

#library(gmodels)  
valid\_labels <-as.data.frame( vnf[,8])  
  
#Model accuracy = TP+TN/Total= 99%, specifity= 99.7%, percision= 98%  
CrossTable( valid\_labels$`vnf[, 8]`, knn\_predict$knn\_predict, prop.chisq = FALSE)

##   
##   
## Cell Contents  
## |-------------------------|  
## | N |  
## | N / Row Total |  
## | N / Col Total |  
## | N / Table Total |  
## |-------------------------|  
##   
##   
## Total Observations in Table: 2000   
##   
##   
## | knn\_predict$knn\_predict   
## valid\_labels$`vnf[, 8]` | 0 | 1 | Row Total |   
## ------------------------|-----------|-----------|-----------|  
## 0 | 1795 | 0 | 1795 |   
## | 1.000 | 0.000 | 0.897 |   
## | 0.987 | 0.000 | |   
## | 0.897 | 0.000 | |   
## ------------------------|-----------|-----------|-----------|  
## 1 | 24 | 181 | 205 |   
## | 0.117 | 0.883 | 0.102 |   
## | 0.013 | 1.000 | |   
## | 0.012 | 0.090 | |   
## ------------------------|-----------|-----------|-----------|  
## Column Total | 1819 | 181 | 2000 |   
## | 0.909 | 0.090 | |   
## ------------------------|-----------|-----------|-----------|  
##   
##

#assess Data to model #4.Consider the following customer: Age = 40, Experience = 10, Income = 84,Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 = 1, Education\_3 = 0,Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1 and Credit Card = 1. Classify the customer using the best k.

customer\_df <- data.frame ("Age" =40, "Experience"=10, "Income"=84, "Family"=2, "CCAvg"=2, "Education\_1"=0, "Education\_2"=1, "Education\_3"=0, "Mortgage"=0, "Securities Account"=0, "CD Account"=0, "Online" =1, "Credit Card"=1)  
  
dim(tnf)

## [1] 3000 15

dim(customer\_df)

## [1] 1 13

customerClass <- knn ((tnf[, c(-6, -8)]), (customer\_df), cl = train.normalized.df$`Personal.Loan`, k = 1, prob = 0.5)  
  
summary(customerClass) #CUSTOMER class is 1. Customer is likely to accept a personal loan according to this model.

## 1   
## 1

#5.Repartition the data, this time into training, validation, and test sets (50% : 30% : 20%). Apply the k-NN method with the k chosen above. Compare the confusion matrix of the test set with that of the training and validation sets. Comment on the differences and their reason. #Data Plinting into Training as 50% , Validation as 30% , Testing as 20%

set.seed(12)  
Train\_index2 <- createDataPartition(Universalbank\_dummy$`Personal.Loan`, p=0.50, list=FALSE)  
Training\_data2 <- Universalbank\_dummy[Train\_index2,]  
  
CombinedValidation\_test <- Universalbank\_dummy [-Train\_index2,]  
  
Valid\_index2 <- createDataPartition (CombinedValidation\_test$`Personal.Loan`, p=0.30, list=FALSE)  
Validation\_data2 <- CombinedValidation\_test[Valid\_index2,]  
Test\_data2 <- CombinedValidation\_test[-Valid\_index2,]

#Data Normalization

train.normalized.df2 <- Training\_data2  
valid.normalized.df2 <- Validation\_data2  
Test.normalized.df2 <- Test\_data2  
Combined\_normalized2<-CombinedValidation\_test  
  
norm.values2 <- preProcess(Training\_data2[, 1:7], method=c("center", "scale"))  
  
train.normalized.df2 [, 1:7] <- predict(norm.values2, Training\_data2[,1:7]) # Replace columns with normalized values  
valid.normalized.df2 [, 1:7] <- predict(norm.values2, Validation\_data2[,1:7])  
  
Test.normalized.df2 [, 1:7] <- predict(norm.values2, Test\_data2[, 1:7])  
  
Combined\_normalized2[, 1:7] <- predict(norm.values2, CombinedValidation\_test[,1:7])

#Modeling k-NN with validation data

#library(FNN)  
cl2= as.data.frame(train.normalized.df2[,8])  
tnf2 = as.data.frame(train.normalized.df2)  
vnf2= as.data.frame(valid.normalized.df2)  
dim(cl2)

## [1] 2500 1

dim(train.normalized.df2[,1:7])

## [1] 2500 7

dim(valid.normalized.df2[,1:7])

## [1] 750 7

knn\_predict2 <- knn(tnf2, vnf2, cl=train.normalized.df2$`Personal.Loan`, k =1)  
head(knn\_predict2)

## [1] 0 0 0 0 0 1  
## Levels: 0 1

knn\_predict2 <- as.data.frame(knn\_predict2)

#predicting KNN using validation and test data

cl2= as.data.frame(train.normalized.df2[,8])  
tnf2 = as.data.frame(train.normalized.df2)  
cnf3= as.data.frame(Combined\_normalized2)  
dim(cl2)

## [1] 2500 1

dim(train.normalized.df2[,1:7])

## [1] 2500 7

dim(Combined\_normalized2[,1:7])

## [1] 2500 7

knn\_predict3 <- knn(tnf2, cnf3, cl=train.normalized.df2$`Personal.Loan`, k =1)  
head(knn\_predict3)

## [1] 0 0 0 0 0 0  
## Levels: 0 1

knn\_predict3 <- as.data.frame(knn\_predict3)  
  
  
summary(knn\_predict3)

## knn\_predict3  
## 0:2295   
## 1: 205

#Customer class

customer\_df2 <- data.frame ("Age" =40, "Experience"=10, "Income"=84, "Family"=2, "CCAvg"=2, "Education\_1"=0, "Education\_2"=1, "Education\_3"=0, "Mortgage"=0, "Securities Account"=0, "CD Account"=0, "Online" =1, "Credit Card"=1)  
  
dim(tnf2)

## [1] 2500 15

dim(customer\_df2)

## [1] 1 13

customerClass2 <- knn ((tnf2[, c(-6, -8)]), (customer\_df2), cl = Combined\_normalized2$`Personal.Loan`, k = 1, prob = 0.5)  
 #CUSTOMER class is 0. Customer is NOT likely to accept a personal loan according to this model  
summary(customerClass)

## 1   
## 1

# k= 8 gives the highest accuracy percentage of 91%  
accuracy.df2 <- data.frame(k= seq (1, 20, 1), accuracy = rep(0, 20))  
  
for( y in 1:20){  
 prediction2 <- knn (tnf2, cnf3, cl= Combined\_normalized2$`Personal.Loan`, k = y)  
 accuracy.df2[y, 2] <- confusionMatrix ( as.factor(prediction2) , as.factor(Combined\_normalized2$`Personal.Loan`))$overall[1]  
}

## Warning in confusionMatrix.default(as.factor(prediction2),  
## as.factor(Combined\_normalized2$Personal.Loan)): Levels are not in the same  
## order for reference and data. Refactoring data to match.  
  
## Warning in confusionMatrix.default(as.factor(prediction2),  
## as.factor(Combined\_normalized2$Personal.Loan)): Levels are not in the same  
## order for reference and data. Refactoring data to match.  
  
## Warning in confusionMatrix.default(as.factor(prediction2),  
## as.factor(Combined\_normalized2$Personal.Loan)): Levels are not in the same  
## order for reference and data. Refactoring data to match.  
  
## Warning in confusionMatrix.default(as.factor(prediction2),  
## as.factor(Combined\_normalized2$Personal.Loan)): Levels are not in the same  
## order for reference and data. Refactoring data to match.  
  
## Warning in confusionMatrix.default(as.factor(prediction2),  
## as.factor(Combined\_normalized2$Personal.Loan)): Levels are not in the same  
## order for reference and data. Refactoring data to match.  
  
## Warning in confusionMatrix.default(as.factor(prediction2),  
## as.factor(Combined\_normalized2$Personal.Loan)): Levels are not in the same  
## order for reference and data. Refactoring data to match.  
  
## Warning in confusionMatrix.default(as.factor(prediction2),  
## as.factor(Combined\_normalized2$Personal.Loan)): Levels are not in the same  
## order for reference and data. Refactoring data to match.  
  
## Warning in confusionMatrix.default(as.factor(prediction2),  
## as.factor(Combined\_normalized2$Personal.Loan)): Levels are not in the same  
## order for reference and data. Refactoring data to match.  
  
## Warning in confusionMatrix.default(as.factor(prediction2),  
## as.factor(Combined\_normalized2$Personal.Loan)): Levels are not in the same  
## order for reference and data. Refactoring data to match.  
  
## Warning in confusionMatrix.default(as.factor(prediction2),  
## as.factor(Combined\_normalized2$Personal.Loan)): Levels are not in the same  
## order for reference and data. Refactoring data to match.  
  
## Warning in confusionMatrix.default(as.factor(prediction2),  
## as.factor(Combined\_normalized2$Personal.Loan)): Levels are not in the same  
## order for reference and data. Refactoring data to match.  
  
## Warning in confusionMatrix.default(as.factor(prediction2),  
## as.factor(Combined\_normalized2$Personal.Loan)): Levels are not in the same  
## order for reference and data. Refactoring data to match.

accuracy.df2

## k accuracy  
## 1 1 0.8440  
## 2 2 0.9016  
## 3 3 0.8888  
## 4 4 0.9092  
## 5 5 0.9076  
## 6 6 0.9100  
## 7 7 0.9096  
## 8 8 0.9108  
## 9 9 0.9104  
## 10 10 0.9108  
## 11 11 0.9108  
## 12 12 0.9108  
## 13 13 0.9108  
## 14 14 0.9108  
## 15 15 0.9108  
## 16 16 0.9108  
## 17 17 0.9108  
## 18 18 0.9108  
## 19 19 0.9108  
## 20 20 0.9108

plot(accuracy.df2)

![](data:image/png;base64,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)

#Using only validation dataset

valid\_labels2 <-as.data.frame( vnf2[,8])  
  
CrossTable( valid\_labels2$`vnf2[, 8]`, knn\_predict2$knn\_predict2, prop.chisq = FALSE) #Model accuracy = TP+TN/Total= 99%, specifity= 99.9%, percision= 99%, sesitivity =93%

##   
##   
## Cell Contents  
## |-------------------------|  
## | N |  
## | N / Row Total |  
## | N / Col Total |  
## | N / Table Total |  
## |-------------------------|  
##   
##   
## Total Observations in Table: 750   
##   
##   
## | knn\_predict2$knn\_predict2   
## valid\_labels2$`vnf2[, 8]` | 0 | 1 | Row Total |   
## --------------------------|-----------|-----------|-----------|  
## 0 | 670 | 1 | 671 |   
## | 0.999 | 0.001 | 0.895 |   
## | 0.994 | 0.013 | |   
## | 0.893 | 0.001 | |   
## --------------------------|-----------|-----------|-----------|  
## 1 | 4 | 75 | 79 |   
## | 0.051 | 0.949 | 0.105 |   
## | 0.006 | 0.987 | |   
## | 0.005 | 0.100 | |   
## --------------------------|-----------|-----------|-----------|  
## Column Total | 674 | 76 | 750 |   
## | 0.899 | 0.101 | |   
## --------------------------|-----------|-----------|-----------|  
##   
##

#Using combined validation and test datasets

valid\_labels2 <-as.data.frame(cnf3[,8])  
CrossTable( valid\_labels2$`cnf3[, 8]`, knn\_predict3$knn\_predict3, prop.chisq = FALSE ) #Model accuracy = TP+TN/Total= 99.9%, specifity= 99.9%, percision= 98.7%, sesitivity =91% This model give highest results.

##   
##   
## Cell Contents  
## |-------------------------|  
## | N |  
## | N / Row Total |  
## | N / Col Total |  
## | N / Table Total |  
## |-------------------------|  
##   
##   
## Total Observations in Table: 2500   
##   
##   
## | knn\_predict3$knn\_predict3   
## valid\_labels2$`cnf3[, 8]` | 0 | 1 | Row Total |   
## --------------------------|-----------|-----------|-----------|  
## 0 | 2274 | 3 | 2277 |   
## | 0.999 | 0.001 | 0.911 |   
## | 0.991 | 0.015 | |   
## | 0.910 | 0.001 | |   
## --------------------------|-----------|-----------|-----------|  
## 1 | 21 | 202 | 223 |   
## | 0.094 | 0.906 | 0.089 |   
## | 0.009 | 0.985 | |   
## | 0.008 | 0.081 | |   
## --------------------------|-----------|-----------|-----------|  
## Column Total | 2295 | 205 | 2500 |   
## | 0.918 | 0.082 | |   
## --------------------------|-----------|-----------|-----------|  
##   
##