1. Describe the structure of an artificial neuron. How is it similar to a biological neuron? What are its main components?

**Ans: An artificial neuron is a connection point in an artificial neural network. Artificial neural networks, like the human body's biological neural network, have a layered architecture and each network node (connection point) has the capability to process input and forward output to other nodes in the network. Biological neurons have only provided an inspiration to their artificial counterparts, but they are in no way direct copies with similar potential.**

1. What are the different types of activation functions popularly used? Explain each of them.

**Ans: 1. Binary Step Function**

**The first thing that comes to our mind when we have an activation function would be a threshold based classifier i.e. whether or not the neuron should be activated based on the value from the linear transformation.**

**2. Linear Function**

**We saw the problem with the step function, the gradient of the function became zero. This is because there is no component of x in the binary step function. Instead of a binary function, we can use a linear function.**

**3. Sigmoid**

**The next activation function that we are going to look at is the Sigmoid function. It is one of the most widely used non-linear activation function. Sigmoid transforms the values between the range 0 and 1.**

**4. Tanh**

**The tanh function is very similar to the sigmoid function. The only difference is that it is symmetric around the origin. The range of values in this case is from -1 to 1. Thus the inputs to the next layers will not always be of the same sign.**

**5. ReLU**

**The ReLU function is another non-linear activation function that has gained popularity in the deep learning domain. ReLU stands for Rectified Linear Unit. The main advantage of using the ReLU function over other activation functions is that it does not activate all the neurons at the same time.**

**6. Leaky ReLU**

**Leaky ReLU function is nothing but an improved version of the ReLU function. As we saw that for the ReLU function, the gradient is 0 for x<0, which would deactivate the neurons in that region.**

**7. Parameterised ReLU**

**This is another variant of ReLU that aims to solve the problem of gradient’s becoming zero for the left half of the axis. The parameterised ReLU, as the name suggests, introduces a new parameter as a slope of the negative part of the function.**

**8. Exponential Linear Unit**

**Exponential Linear Unit or ELU for short is also a variant of Rectiufied Linear Unit (ReLU) that modifies the slope of the negative part of the function. Unlike the leaky relu and parametric ReLU functions, instead of a straight line, ELU uses a log curve for defning the negatice values.**

**9.Swish**

**Swish is a lesser known activation function which was discovered by researchers at Google. Swish is as computationally efficient as ReLU and shows better performance than ReLU on deeper models. The values for swish ranges from negative infinity to infinity.**

**10. Softmax**

**Softmax function is often described as a combination of multiple sigmoids. We know that sigmoid returns values between 0 and 1, which can be treated as probabilities of a data point belonging to a particular class. Thus sigmoid is widely used for binary classification problems.**

* 1. Explain, in details, Rosenblatt’s perceptron model. How can a set of data be classified using a simple perceptron?

**Rosenblatt’s major achievement has been to show that, by relaxing some of the MCP’s rules (namely the absolute inhibition, the equal contribution of all inputs as well as their integer nature), artificial neurons could actually learn from data. More importantly, he came up with a supervised learning algorithm for this modified MCP neuron model that enabled the artificial neuron to figure out the correct weights directly from training data by itself. The Perceptron is a linear classification algorithm. This means that it learns a decision boundary that separates two classes using a line (called a hyperplane) in the feature space. As such, it is appropriate for those problems where the classes can be separated well by a line or linear model, referred to as linearly separable.**

1. Explain the basic structure of a multi-layer perceptron. Explain how it can solve the XOR problem.

**Ans: A multilayer perceptron (MLP) is a class of feedforward artificial neural network (ANN). An MLP consists of at least three layers of nodes: an input layer, a hidden layer and an output layer. Except for the input nodes, each node is a neuron that uses a nonlinear activation function.**

**The XOR problem**

**This is the simplest problem that can not be solved by a perceptron.**

**For two inputs x1 and x2, the output is the exclusive OR of the inputs.**
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**The pattern space for this problem looks like this:**
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**This cannot be solved using a single line, the solution uses two lines:**

**![https://www.massey.ac.nz/~mjjohnso/notes/59302/xor_solve.gif](data:image/gif;base64,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)**

**A two layer Multi-Layer Perceptron to solve this problem looks like this:**
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**The shape of regions in pattern space that can be separated by a Multi-Layer Perceptron is shown in the following table.**
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**We can see that a three layer MLP can learn arbitrary areas while a two layer MLP can learn convex regions. (if you can draw a line from any point in the region to any other in the region and the line passes out of the region then that region is not convex).**

1. What is artificial neural network (ANN)? Explain some of the salient highlights in the different architectural options for ANN.

**Ans: An Artificial Neural Network (ANN) is an information processing paradigm that is inspired by the brain. ANNs, like people, learn by examples. An ANN is configured for a specific application, such as pattern recognition or data classification, through a learning process. Learning largely involves adjustments to the synaptic connections that exist between the neurons. The model of Artificial neural network can be specified by three entities:**

* **Interconnections**
* **Activation functions**
* **Learning rules**

1. Explain the learning process of an ANN. Explain, with example, the challenge in assigning synaptic weights for the interconnection between neurons? How can this challenge be addressed?

**Ans: Learning process in ANN mainly depends on four factors, they are:**

* **The number of layers in the network (Single-layered or multi-layered)**
* **Direction of signal flow (Feedforward or recurrent)**
* **Number of nodes in layers: The number of node in the input layer is equal to the number of features of the input data set. The number of output nodes will depend on possible outcomes i.e. the number of classes in case of supervised learning. But the number of layers in the hidden layer is to be chosen by the user. A larger number of nodes in the hidden layer, higher the performance but too many nodes may result in overfitting as well as increased computational expense.**
* **Weight of Interconnected Nodes: Deciding the value of weights attached with each interconnection between each neuron so that a specific learning problem can be solved correctly is quite a difficult problem by itself. Take an example to understand the problem. Take the example of a Multi-layered Feed-Forward Network, we have to train an ANN model using some data, so that it can classify a new data set, say p\_5(3,-2). Say we have deduced that p\_1=(5,2) and p\_2 = (-1,12) belonging to class C1 while p\_3=(3,-5) and p\_4 = (-2,-1) belonging to class C2. We assume the values of synaptic weights w\_0,w\_1,w\_2 as -2, 1/2 and 1/4 respectively. But we will NOT get these weight values for every learning problem. For solving a learning problem with ANN, we can start with a set of values for synaptic weights and keep changing those in multiple iterations. The stopping criterion may be the rate of misclassification < 1% or the maximum numbers of iterations should be less than 25(a threshold value). There may be another problem that, the rate of misclassification may not reduce progressively.**

**So, we can summarize the learning process in ANN as the combination of – deciding the number of hidden layers, the number of nodes in each of the hidden layers, the direction of signal flow, deciding the connection weight.**

1. Explain, in details, the backpropagation algorithm. What are the limitations of this algorithm?

**Ans: Backpropagation is the essence of neural network training. It is the method of fine-tuning the weights of a neural network based on the error rate obtained in the previous epoch (i.e., iteration). Proper tuning of the weights allows you to reduce error rates and make the model reliable by increasing its generalization.**

**Backpropagation in neural network is a short form for “backward propagation of errors.” It is a standard method of training artificial neural networks. This method helps calculate the gradient of a loss function with respect to all the weights in the network.**

**DISADVANTAGES OF BACK PROPAGATION ALGORITHM:**

**Though the advantages of backpropagation outnumber its disadvantages, it is still imperative to highlight these limitations. Therefore, here are the limitations of back propagation algorithms.**

* **It relies on input to perform on a specific problem.**
* **Sensitive to complex/noisy data.**
* **It needs the derivatives of activation functions for the network design time.**

1. Describe, in details, the process of adjusting the interconnection weights in a multi-layer neural network.

**Ans: One main part of the algorithm is adjusting the interconnection weights. This is done using a technique termed as Gradient Descent. In simple words, the algorithm calculates the partial derivative of the activation function by each interconnection weight to identify the ‘gradient’ or extent of change of the weight required to minimize the cost function.**

1. What are the steps in the backpropagation algorithm? Why a multi-layer neural network is required?

**Ans: last time we saw that the delta rule can be used to train a perceptron. When training the MLP, the error (delta) must be propagated back through the layers. This is called error back-propagation. Or just backpropagation.**

**The following procedure can be used to train a backpropagation network.**

**t is the target**

**units[l] is the number of units in layer l**

**n[l][i] is unit i in layer l**

**n[l][i].output is the output**

**n[l][i].delta is the delta**

**n[l][i].weight[j] is weight j**

**ek is the learning constant**

**adapt() {**

**int i,j,k,l;**

**for(l=layers-1;l>=0;l--)**

**for(i=0;i<units[l];i++)**

**if(l==layers-1)**

**n[l][i].delta=**

**ek\*n[l][i].output\***

**(1.0-n[l][i].output)\***

**(t[i]-n[l][i].output);**

**else {**

**n[l][i].delta=0.0;**

**for(k=0;k<units[l];k++)**

**n[l][i].delta+=**

**n[l+1][k].delta\***

**n[l+1][k].weight[i];**

**n[l][i].delta=n[l][i].delta\***

**ek\*n[l][i].output\***

**(1.0-n[l][i].output);**

**}**

**for(l=layers-1;l>=1;l--)**

**for(i=0;i<units[l];i++)**

**for(j=0;j<weights;j++)**

**n[l][i].weight[j]+=**

**n[l-1][j].output\***

**n[l][i].delta;**

**for(i=0;i<units[0];i++)**

**for(j=0;j<weights;j++)**

**n[0][i].weight[j]+=**

**input[j]\*n[0][i].delta;**

**}**

**When this algorithm is applied to the XOR we get the following output.**

**iteration no 0, inputs 0 1, target 1, output 0.477995**

**iteration no 20, inputs 1 0, target 1, output 0.447816**

**iteration no 40, inputs 0 0, target 0, output 0.450292**

**iteration no 60, inputs 1 0, target 1, output 0.549096**

**iteration no 80, inputs 0 0, target 0, output 0.460706**

**iteration no 100, inputs 1 0, target 1, output 0.507636**

**iteration no 120, inputs 0 1, target 1, output 0.571619**

**iteration no 140, inputs 0 0, target 0, output 0.451493**

**iteration no 160, inputs 0 1, target 1, output 0.570574**

**iteration no 180, inputs 1 0, target 1, output 0.575979**

**iteration no 200, inputs 0 1, target 1, output 0.744079**

**iteration no 220, inputs 1 1, target 0, output 0.233541**

**iteration no 240, inputs 0 1, target 1, output 0.755600**

**iteration no 260, inputs 1 1, target 0, output 0.185273**

**iteration no 280, inputs 0 1, target 1, output 0.788309**

**iteration no 300, inputs 1 1, target 0, output 0.167068**

**iteration no 320, inputs 0 0, target 0, output 0.123461**

**iteration no 340, inputs 1 1, target 0, output 0.132892**

**iteration no 360, inputs 1 1, target 0, output 0.133583**

**iteration no 380, inputs 1 1, target 0, output 0.116641**

**iteration no 400, inputs 0 0, target 0, output 0.088269**

**iteration no 420, inputs 1 0, target 1, output 0.861810**

**iteration no 440, inputs 1 1, target 0, output 0.102406**

**iteration no 460, inputs 0 0, target 0, output 0.080179**

**iteration no 480, inputs 0 0, target 0, output 0.075584**

**iteration no 500, inputs 1 0, target 1, output 0.884442**

**iteration no 520, inputs 1 0, target 1, output 0.892789**

**iteration no 540, inputs 0 1, target 1, output 0.923969**

**iteration no 560, inputs 0 0, target 0, output 0.064146**

**iteration no 580, inputs 1 1, target 0, output 0.071938**

**iteration no 600, inputs 1 1, target 0, output 0.075764**

**iteration no 620, inputs 1 1, target 0, output 0.074536**

**iteration no 640, inputs 1 1, target 0, output 0.069014**

**iteration no 660, inputs 1 1, target 0, output 0.066534**

**iteration no 680, inputs 1 0, target 1, output 0.918422**

**iteration no 700, inputs 1 0, target 1, output 0.924860**

**iteration no 720, inputs 1 1, target 0, output 0.065864**

**iteration no 740, inputs 1 1, target 0, output 0.052634**

**iteration no 760, inputs 1 0, target 1, output 0.927081**

**iteration no 780, inputs 0 0, target 0, output 0.050964**

**iteration no 800, inputs 0 1, target 1, output 0.948869**

**iteration no 820, inputs 0 0, target 0, output 0.049082**

**iteration no 840, inputs 0 0, target 0, output 0.048074**

**iteration no 860, inputs 1 1, target 0, output 0.057916**

**iteration no 880, inputs 1 1, target 0, output 0.056088**

**iteration no 900, inputs 0 1, target 1, output 0.954659**

**iteration no 920, inputs 1 1, target 0, output 0.057337**

**iteration no 940, inputs 1 0, target 1, output 0.944243**

**iteration no 960, inputs 0 0, target 0, output 0.045653**

**iteration no 980, inputs 1 0, target 1, output 0.946199**

1. Write short notes on:
   * + 1. Artificial neuron **: ANN learning is robust to errors in the training data and has been successfully applied for learning real-valued, discrete-valued, and vector-valued functions containing problems such as interpreting visual scenes, speech recognition, and learning robot control strategies.**
       2. Multi-layer perceptron **:** **The perceptron can only learn simple problems. It can place a hyperplane in pattern space and move the plane until the error is reduced. Unfortunately this is only useful if the problem is linearly separable.**
       3. Deep learning **: Deep learning is a subset of machine learning (ML), which is itself a subset of artificial intelligence (AI). The concept of AI has been around since the 1950s, with the goal of making computers able to think and reason in a way similar to humans. As part of making machines able to think, ML is focused on how to make them learn without being explicitly programmed. Deep learning goes beyond ML by creating more complex hierarchical models that are meant to mimic how humans learn new information.**
       4. Learning rate **: The learning rate is a hyperparameter that controls how much to change the model in response to the estimated error each time the model weights are updated. Choosing the learning rate is challenging as a value too small may result in a long training process that could get stuck, whereas a value too large may result in learning a sub-optimal set of weights too fast or an unstable training process.**
2. Write the difference between:-
   * + 1. Activation function vs threshold function

**Ans: To put it simply, activation functions are mathematical equations that determine the output of neural networks. They basically decide to deactivate neurons or activate them to get the desired output thus the name, activation functions.**

**In a neural network, input data points(x) which are numerical values are fed into neurons. Each and every neuron has a weight(w) which will be multiplied by the inputs and output a certain value which will again be fed into the neurons in the next layer. Activation functions come into the play as mathematical gates in between this process and decide whether the output of a certain neuron is on or off.**

**A threshold function is a Boolean function that determines whether a value equality of its inputs exceeded a certain threshold. A device that implements such logic is known as a threshold gate.**

* + - 1. Step function vs sigmoid function

**Ans: Binary step function is a threshold-based activation function which means after a certain threshold neuron is activated and below the said threshold neuron is deactivated. In the above graph, the threshold is zero. This activation function can be used in binary classifications as the name suggests, however it cannot be used in a situation where you have multiple classes to deal with.**

**Sigmoid function (also known as logistic function) takes a probabilistic approach and the output ranges between 0–1. It normalizes the output of each neuron. However, Sigmoid function makes almost no change in the prediction for very high or very low inputs which ultimately results in neural network refusing to learn further, this problem is known as the vanishing gradient.**

* + - 1. Single layer vs multi-layer perceptron

**Ans: A single layer perceptron (SLP) is a feed-forward network based on a threshold transfer function. SLP is the simplest type of artificial neural networks and can only classify linearly separable cases with a binary target (1 , 0).**

**A Multi Layer Perceptron (MLP) contains one or more hidden layers (apart from one input and one output layer). While a single layer perceptron can only learn linear functions, a multi layer perceptron can also learn non - linear functions**