## Introduction

A key value proposition of synthetic biology is providing access to chemicals which are not sustainably produced at commercial scales. Medium-chain oleochemicals, 8 to 12-carbon free fatty acids and derivatives, are one such class of products. While these chain lengths have traditionally been sourced from the tropical crops, such as palm, palm kernel, and coconut, the 8, 10, and 12-carbon products are not major constituents of the oil [1]. Furthermore, the displacement of rainforest habitat due to the cultivation of the oil palm has been identified as having the single largest impact on decreasing biodiversity observed in the Southeast Asian jungle ecosystem [2]. Processes have been established to create the higher value oleochemical derivatives, such as fatty alcohols, directly from petrochemical building blocks. However, these processes yield a distribution of alcohols, and thus do not provide a highly selective route to the medium-chain products [3].

As an alternative, the field of synthetic biology has achieved fatty acid and fatty alcohol distributions with over 90% of the product belonging to the C8 species [4], [5]. This has been achieved via rewiring of the fatty acid biosynthesis pathway in *E. coli*, namely by the incorporation of an engineered 8-carbon specific acyl-ACP Thioesterase (TE) from *Cuphea palustris*. Indeed, the expression of various acyl-ACP TEs, either homologs from nature or variants thereof, has enabled control over the chain-length distribution in *E. coli* production systems [4], [5], [6], [7], [8], [9] **(Fig. 1)**. Of these studies, acyl-ACP TEs from select plant species have been shown to have greater native specificity toward the medium-chain substrates when compared to bacterial homologs [7], [10], [11], [12]. Thus, several efforts have been made to bioprospect genomes of plants with high fractions of the medium-chain oils to identify and implement the TE gene responsible for the narrow substrate specificity [13], [4]. While progress has been demonstrated in identifying the features which dictate specificity in acyl-ACP TEs among plants [14], the throughput for bioprospecting, characterizing, and in some cases, engineering the acyl-ACP TE is largely inhibited by the testing pipeline, which requires derivatization of the free fatty acids into fatty acid methyl esters prior to analysis with gas chromatography [15]. An *in-silico* method for inferring substrate specificity from TE primary sequence would therefore expedite this process, removing the necessity of expressing each homolog in a host to gain insight to its selectivity profile.

A variety of computational approaches to classify proteins into different functional groups based on their primary sequences have been proposed, which broadly fall under two categories, generative and discriminative. The generative approach builds a model of the feature distribution for each protein category and assigns a particular class to a candidate protein sequence by evaluating how well the sequence fits the model. Methods that fall under the generative category are based on sequence similarity comparison using local alignment similarity scores [16], [17], position specific scoring tables or profiles created from a group of previously aligned sequences [18], [19], consensus sequence patterns or motifs [20] and Hidden Markov Models (HMMs) [21]–[23]. However, generative approaches are either highly dependent on the database used to search for sequence similarity (local alignment and profile based similarity search) [24] or are computationally expensive (HMMs) [25]. Moreover, Jing *et al.* showed that phylogenetic and sequence identity analysis alone were not sufficient to distinguish plant TE substrate specificity [8]. The discriminative approach on the other hand focuses on accurately learning the decision boundary between classes. Commonly used discriminative approaches rely on training classifiers like Support Vector Machine (SVMs) or Neural Network (NNs) to learn discriminative rules from both positive (belonging to a particular protein class) and negative (not belonging to that protein class) set of protein sequences and using the learnt rules to predict the class of any new protein sequence [26]–[28]. Machine Learning (ML) algorithms like SVMs and NNs present a cost-effective way to classify proteins into different functional classes with high accuracy [25], [27]–[35]. While some of these approaches have also incorporated structural information [36], [37], ML algorithms have successfully identified pertinent information from primary sequence alone to distinguish between highly similar proteins: guanylyl and adenylyl cylases, lactate and malate dehydrogenases, trypsins and chymotrypsins [38].

Recent results suggest that discriminative approaches relying on ML have outperformed generative approaches both in terms of accuracy and computational efficiency of solving the protein classification problem [30]. SVM is among the most widely used discriminative learning algorithm which has been proven to be extremely effective on sequence based classification [26]–[28], [30], [33], [39]–[41]. SVM has been used to achieve state of the art performance to detect remote protein homologies and classify proteins in the SCOP database into major structural classes [25], [26]. The performance of an SVM classifier is highly influenced by the feature extraction technique employed to encode the protein sequences [42].

Feature extraction of protein sequences aims at formulating a discrete numerical representation of a protein to create feature vectors that are correlated with the desired attribute of the protein one would like to predict. In order to train an SVM, a number of feature extraction techniques for protein sequences have been suggested in literature which can be divided into two categories, kernel based methods and vector representation of protein sequences [34]. The Fisher kernel introduced by Jakkola et. al. is one of the first kernel based feature extraction technique used to classify proteins based on their sequence information [43]. It was followed by the spectrum kernel [27] and its more generalized form, the mismatch kernel [30], both introduced by Leslie et. al. which achieved similar performances in terms of accuracy when compared to the Fisher kernel but is computationally much less expensive. The weighted degree kernel introduced by Ratsch et. al. also took the position of the substrings within the protein sequence into account as opposed to the spectrum and mismatch kernel introduced by Leslie et. al. [44]. It was used to identify alternatively spliced exons in C. elegans. Apart from kernel based methods, the second class of feature representation technique extracts structural and physicochemical properties embedded in the protein sequence and converts it into a numerical vector. One of the first and simplest discrete model to represent protein sequences that falls under the second class is Amino Acid Composition (AAC) developed by Nakashima et. al. which was used to classify proteins into different folding types with high accuracy [45]. Dubchak et. al. developed the more complicated Composition-Transition-Distribution (CTD) descriptor that takes into account different physical and stereochemical properties of the amino acids in the protein sequences like amino acid composition, predicted secondary structure, hydrophobicity, normalized van der waals volume, polarity and polarizability to construct the feature vector [26]. Chou et. al. upgraded the simple AAC encoder developed by Nakashima et. al. to a pseudo Amino Acid (pseAA) composition encoder that is able to retain some pattern specific information embedded in the protein sequence [46]. Features have also been derived from Position Specific Scoring Matrices (PSSMs) profiles, which contains evolutionary information [47]. While selection of the most informative feature extraction technique has resulted in an improved performance of a classifier, the use of ensemble methods which combines the output of multiple classifiers has also helped to attain greater accuracy while solving the classification problem [48].

Several studies have shown that ensemble methods performed better than any individual classification method especially in problems relevant to the protein classification domain [29], [31], [32]. Camoglu et. al used a decision tree based ensemble classifier to classify protein in the SCOP database and showed how it is possible to attain much lower error rates using the ensemble classifier than any individual method [32]. Diplaris et. al. performed an empirical study where they compared the performance of several individual algorithms to solve the motif based classification problem and demonstrated the positive effect of combining different classification algorithms on prediction accuracy [31]. Tan et. al. illustrated the advantage of using ensemble classifiers on imbalanced datasets while solving the protein fold classification problem [29]. Similarly, Caragea et. al. trained an ensemble of SVM classifiers to predict glycosylation sites in amino acid residues and found that an ensemble of SVMs outperformed an individual SVM trained on imbalanced data [49].

We hypothesize that bioprospecting for novel, uncharacterized, medium-chain TEs could be facilitated by using machine learning based discriminatory approach to predict substrate specificity from their primary sequence. To test this hypothesis, we trained an SVM-based ensemble classifier with TE sequences previously characterized in *E. coli*. Information about characterized TEs were collected as a part of this study from multiple literature sources [7], [50]–[52] and they were categorized into three different classes based on their substrate specificity, medium chained, long chained and mixed, in order to formulate a multi-class classification problem. To solve the classification problem, a stacked ensemble framework was developed that comprises of three base learners trained using three different feature extraction techniques from protein primary sequences and a meta learner which combines the output of the three base learners by applying a majority voting criterion to predict the substrate specificity class of TEs. The purpose of using an ensemble method was to deal with the imbalanced dataset and get high prediction accuracy. Our results illustrate the advantage of using an ensemble method with imbalanced dataset compared to any individual method, in accordance with previous studies [29], [49]. The base learners in the ensemble are all SVM classifiers similar to the works of Caragea et. al. [49] and Nanni et. al. [34] where they have used an ensemble of SVMs to boost prediction accuracy. SVM was selected as the primary learning algorithm because of their ability to deal with high dimensional dataset and generalizability [53]. We have also experimented with more complex models like Neural Network and Gradient Boosted Trees as the base learner, but they were both outperformed by SVM in terms of accuracy on separate held-out validation set. The proteins were represented by their amino acid sequences. The three feature extraction techniques used were the spectrum kernel introduced by Leslie et. al. [27], a variant of the spectrum kernel, where the amino acids were first grouped into 6 categories to create a compressed representation based on their physicochemical attributes and the spectrum kernel was used to extract features from this compressed representation, and a newly introduced feature representation technique, autopos detection, which automatically detects the positions within the protein sequence which are maximally correlated with the functional attribute of the proteins. These three different feature representation techniques were used to train the three base models in the ensemble. We have also analyzed the effect of using 21 other representation techniques which extracts physicochemical attributes from protein sequences like CTD [26] but they lowered the performance of the ensemble (detailed study given in the Results section). The feature vectors generated through the extraction process were decomposed into lower dimensional and linearly uncorrelated features using Principal Component Analysis. The reduction in dimensionality of the feature vectors was performed to prevent overfitting. The lower dimensional and decomposed set of feature vectors were used to train the classifiers and predict substrate specificity of TEs. The ensemble method achieved a mean validation accuracy of 0.76 across 10,000 simulations of this study using different training and validation sets. However, the worst case accuracy across simulations was 0.45 which indicates that the method is not extremely robust to the training set. One possible reason behind the lack of robustness could be that the decision boundaries between the protein classes is not well defined. SVMs are maximal margin classifiers and the thickness of the decision boundary plays a very important role governing the robustness of the model [54]. The mean precision score of the model across the simulations for the medium chained TEs, the product of interest, was 0.84. We intend to use this model to identify a 10-carbon specific acyl-ACP TE among a set of uncharacterized TE enzymes from select plants known to have predominantly decanoyl chains in their seed oils. This study may show that small to medium-sized datasets can be leveraged to guide bioprospecting efforts while simultaneously supporting the endeavor of the synthetic biology community to provide access to chemicals not easily obtained through conventional methods.

## Methods

### Dataset Compilation

The dataset was compiled by manually collecting information about the primary sequence and substrate specificity of TEs from scientific literature. The dataset included primary sequence and accompanying in vivo *E. coli* product distributions for 116 acyl-ACP plant TEs previously reported in scientific and patent literature [7], [50]–[52]. *E. coli* was chosen because it remains the most common and facile method for characterization of heterologous TEs. The product distribution data was subsequently used to classify each TE into discrete categories to be used in a classification framework. Based on their product distributions, the TEs were divided into three categories, 1) the “medium-chain” category contained TE which resulted in distributions of at least 50% C8 to C12 free fatty acids, 2) the “long-chain” category contained TE which produced 50% C14 to C18 free fatty acids and less than 10% C8 to C12 free fatty acids and 3) the “mixed distribution” category contained TE which yielded distributions between 10% and 50% C8 to C12 free fatty acids. For the regression framework, each TE was assigned a number which represented the fraction of the total free fatty acid distribution constituted of C8 to C12 free fatty acids.

### Feature Extraction

In this work, the following three feature representation methods were employed to encode primary sequence information of the enzymes into fixed length vectors.

#### k-spectrum kernel

The k-spectrum kernel proposed by Leslie et. al. [27] is the set of all k-length contiguous subsequences present in a given input sequence. If we assume to be the set of all characters of a sequence, to be a k-mer and to be an indicator function that is 1 if occurs in a protein sequence and 0 otherwise, then the feature map is as follows:

The k-spectrum kernel, is:

#### Grouped amino acid encoded k-spectrum kernel

The grouped amino acid encoded k-spectrum kernel performs an additional pre-processing step on the primary sequences of the enzymes before encoding them into a feature vector representation similar to the k-spectrum kernel. In the preprocessing step, 20 amino acid types which can occur at a particular position in the sequence of an enzyme were categorized into five classes according to their physicochemical properties, hydrophobicity, charge and molecular size. The five classes were the aliphatic group (: GAVLMI), aromatic group (: FYW), positive charge group (: KRH), negative charged group (: DE) and uncharged group (: STCPNQ). Finally, each amino acid in the sequence was replaced by its respective class to create an encoded sequence with only five different types of values per position. For example, a primary sequence ‘MLTPWS’ is represented as . Using the encoded representation, the k-spectrum kernel was used to represent the protein sequence. It should be noted that the preprocessing step significantly reduces the set of characters of the sequence and can help prevent overfitting since the kernel feature map size will be much lower than the original feature map size obtained by the k-spectrum kernel. The reduced feature map size will require much lower number of parameters to train a classifier and thus may prevent overfitting.

#### Automatic position detection method for feature extraction

The automated position selection method selects the most important amino acid residue positions based on their statistical correlation with the labels (substrate specificity category of the enzymes). In this method, multiple sequence alignment of the enzymes was performed using the mafft tool [55]. The aligned sequences were transformed into a one-hot encoded representation of each amino acid position. Theoretically, each position could be encoded by a 21 dimensional feature vector (20 types of amino acids and a gap) but in most cases a position was encoded by a vector of length 5 or even less since the types of amino acids in a specific position were usually conserved. The encoded feature space was used to select the best features which contributed the most towards the target variable’s or label’s variability. The feature selection technique was conducted using the SelectKBest module in scikit-learn [56]. Anova F-test, Chi-2 test or Mutual information can be used as the correlation metric between the features and labels based on which the positions were selected. The best ranked features were mapped back from the expanded one hot encoded feature space back to the original amino acid positions. These positions were recorded as the most important determinant of enzyme substrate specificity. The method had a parameter, n, that denotes the number of positions among all the aligned amino acid sequence positions that it must extract using the feature selection algorithm before stopping. After selecting the n most important positions, amino acids in those positions were represented as a one hot encoded feature vector. Each position may also contain a gap apart from the 20 types of amino acids (result of a multiple sequence alignment). Thus a 21-dimensional one hot encoded feature vector was used to represent each position. The length of the feature space obtained as a result of this encoding was 21 \* n. The correlation metric and the number of positions to be selected can be determined through hyperparameter optimization.

### Ensemble Method for Classification

Our ensemble framework involved three base learners which provided an output to a meta learner that predicted the enzyme specificity class. Although all of our base learners were trained using the same principle (either SVM or NN), the heterogeneity among them was governed by the three different feature representation techniques described in the Feature Extraction section which were used to encode the set of enzyme sequences. The outputs of the base learners were passed on to the meta learner that used a majority voting scheme to predict the enzyme specificity category; if the predictions of the three base learners were respectively, then the prediction of the meta learner was . The workflow of our ensemble model is presented in **Fig. 2**.

#### The Base Learner

##### Support Vector Machine

The Support Vector Machine based learner of enzyme specificity prediction included Principal Component Analysis (PCA) for dimensionality reduction of the feature space followed by a Support Vector Classifier [57] to predict enzyme specificity class. The PCA based dimensionality reduction step was carried out to decrease the number of parameters required to train an SVM model and make the model more generalizable. The one versus one strategy was used for multi-class classification. The number of PCA components, SVM model kernel, regularization parameter C and kernel coefficient gamma were selected by optimizing these hyperparameters using a 3-fold cross validation scheme described in the Model Training subsection.

##### Neural Network

The NN based learner of enzyme specificity prediction included Principal Component Analysis for dimensionality reduction of the feature space followed by an Artificial Neural Network based classifier to predict enzyme specificity class. The PCA based dimensionality reduction step was carried out to decrease the number of parameters required to train an NN model and make the model more generalizable. The number of PCA components, hidden layer size of NN, initial learning rate and L2 regularization parameter alpha were selected by optimizing these hyperparameters using a 3-fold cross validation scheme described in the Model Training subsection.

#### Model Training

The model was trained using python’s numpy and scikit-learn modules [56], [58]. At first, a random seed was specified using numpy to reproduce results. The dataset of 116 TE enzyme sequences labeled according to their corresponding substrate specificity category was divided into a training set and a validation set by a 75-25 percentage split. The training set of sequences was encoded by the three different feature representation techniques, described in the [Feature Extraction](#_Feature_Extraction) section, into three distinct feature vector representation of the sequences. The distinct feature vectors of the training set of sequences were used to train three separate base learners operating on the same principle (either PCA+SVM or PCA+NN). The hyperparameters of the base learners (number of components of PCA, kernel type, regularization parameter C, kernel coefficient in case of the SVM based learner or hidden layer size initial learning rate and regularization parameter in case of the NN based learner) were optimized using the GridSearchCV module of scikit-learn and setting the cross validation split to 3. The three base models with optimized set of hyperparameters were used to independently predict the substrate specificity category of enzymes in both training and validation sets. The output predictions of these base learners were passed on to a meta learner that used a hard-voting based majority vote classifier to output the final prediction of the enzyme substrate specificity class. In case there is a three-way tie between outputs of the base learners, the prediction of the positional feature builder based learners (which performed the best among all the base learners) was selected as the ensemble output. The training and validation accuracies of the three base learners and the ensemble model were recorded. This whole procedure was repeated 10,000 times by varying the random seed specified initially, which resulted in different training and validation set, thus affecting the model performance and yielding a distribution of training and validation set accuracies for the three base learners and the ensemble model. The objective of training our model multiple times was to check its robustness to the training set. In addition to the above mentioned hyperparameters, the k-mer motif and GAA encoded motif builder had an additional hyperparameter k that denotes the length of the motif to be considered. It was set to be 7 for both the models based on a separate validation study mentioned in detail in Appendix.
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