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# Description of the Problem

## Background

Currently, Bioinformatics software tools are present in silos with no common endpoint which could serve as a one size fits all solution for researchers to access the software they need. This present condition, leads us to create a solution to collate all present bioinformatics software based resources and provide a common access point for them. In order to achieve that, all publications that could potentially contain software related to Bioinformatics, which is henceforth referred to a as a tool in this paper, would need to be inspected, and identified as a tool or a not a tool. Given the scale of this problem, it is physically impossible to individually study every single publication, which leads the problem towards a machine learning solution.

## Problem Statement

The issue of identifying publications as a tool or a non-tool can be looked upon as a traditional classification problem. Given that the publications can be modified to fit the correct consumption format, Python scripts can potentially be used to implement several possible classification algorithms.

# Part 1 : Algorithms

## Decision Tree

Decision Trees classify a pattern through a sequence of questions where the next question depends on the answer to the current question. The questions are asked in a true/false style. (MSU, 2017)

### Algorithm Summary

Classic decision tree works by building a tree and making a decision on a dataset corresponds to a traversal of the tree from root to one of the leaves which corresponds to the decision.

Given a set S, we can organise the test data into a tree where a class is applied to each test. Hence, we can continually split the training set into smaller subsets with the subsets defined by a particular property, until we have reached a node where there is no need to divide the set further and all the data corresponding to that node have the same class label.

### Application to the classification problem

The given problem is
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