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Truth-Conditional Semantics

Meaning of an utterance:
assigning truth values to situations

P (t | s)
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Functional Distributional Semantics

■ Need:

■ P (s) world model

■ P (t | s) truth-conditional model

■ Also need:

■ P (s | t) defined by Bayesian inference

■ Not tractable!
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Amortised Variational Inference

■ Emerson (2020), Lo et al. (2023):

■ P (s | t) inference model

■ Grudging realisation:

■ Not just a computational trick, but rather
semantically fundamental
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Duality of Language Understanding

■ P (t | s) truth-conditional semantics

■ P (s | t) “world-inferential” semantics
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Without Duality...

■ Purely truth-conditional:

■ Imagine you’re indoors and someone says “it’s
raining”. What’s it like outside?

■ Intractable to answer!

■ Purely “world-inferential”:

■ Imagine you’re outdoors and someone says
“it’s raining”. Are they correct?

■ Intractable to answer!
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Duality is Necessary

■ Lewis (1970): “Semantics with no treatment of
truth conditions is not semantics”

■ We also need: “Semantics with no treatment of
world inference is not semantics”
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Proposal

■ Technical side:

■ P (t | s) and P (s | t) on equal footing: each
performs approximate inference for the other
(cf. Jámbor and Huszár, 2021: inference.vc/beta-vae)

■ Linguistic side:

■ Use a dual model to explain
semantic/pragmatic phenomena
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Example: Context Dependence

■ Recanati: truth conditions must be “modulated”

■ But: inference from modulated truth conditions
still intractable

■ Fillmore: “U-semantics” not “T-semantics”

■ But: not formalised, still lacking non-linguistic
world representations

■ Erk: “habitual listener” (vs. “literal listener”)
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Context Dependence with Duality

■ P (s | t) world inference is context-dependent

■ Reframe the problem:

■ How do context-dependent world inference and
context-independent truth conditions interact?
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Example of a Mismatch

■ P (s | t): what does lowercase G look like?

■ g or g

■ P (t | s): can you recognise a lowercase G?

■ Alignment between P (s | t) and P (t | s)
cannot be perfect
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Summary

■ Semantics at scale: need duality

■ Potential for new insights
(and hopefully funding, too)
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