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The goal of your project is to predict the manner in which they did the exercise. This is the "classe" variable in the training set. You may use any of the other variables to predict with.

Data Processing and Analysis

The training and testing datasets used in the analysis may be found as follows:

Training dataset: <https://d396qusza40orc.cloudfront.net/predmachlearn/pml-training.csv>

Testing dataset: <https://d396qusza40orc.cloudfront.net/predmachlearn/pml-testing.csv>

We begin by loading the required libraries and reading in the training and testing datasets, assigning missing values to entries that are currently 'NA' or blank.

library(corrplot)

## Warning: package 'corrplot' was built under R version 3.1.3

library(caret)

## Warning: package 'caret' was built under R version 3.1.3

## Loading required package: lattice  
## Loading required package: ggplot2

## Warning: package 'ggplot2' was built under R version 3.1.2

setwd("C:/Personal/Coursera/Assignment/pml/PML-Assignment1")  
  
pml\_train <- data.frame()  
pml\_test <- data.frame()  
pml\_sub\_train <- data.frame()  
pml\_sub\_test <- data.frame()  
  
pml\_train <- read.csv(file = "pml-training.csv",header = TRUE,,na.strings=c("NA", ""))  
pml\_test <- read.csv(file = "pml-testing.csv",header = TRUE,na.strings = c("NA", ""))  
head(pml\_train)

## X user\_name raw\_timestamp\_part\_1 raw\_timestamp\_part\_2 cvtd\_timestamp  
## 1 1 carlitos 1323084231 788290 05/12/2011 11:23  
## 2 2 carlitos 1323084231 808298 05/12/2011 11:23  
## 3 3 carlitos 1323084231 820366 05/12/2011 11:23  
## 4 4 carlitos 1323084232 120339 05/12/2011 11:23  
## 5 5 carlitos 1323084232 196328 05/12/2011 11:23  
## 6 6 carlitos 1323084232 304277 05/12/2011 11:23  
## new\_window num\_window roll\_belt pitch\_belt yaw\_belt total\_accel\_belt  
## 1 no 11 1.41 8.07 -94.4 3  
## 2 no 11 1.41 8.07 -94.4 3  
## 3 no 11 1.42 8.07 -94.4 3  
## 4 no 12 1.48 8.05 -94.4 3  
## 5 no 12 1.48 8.07 -94.4 3  
## 6 no 12 1.45 8.06 -94.4 3  
## kurtosis\_roll\_belt kurtosis\_picth\_belt kurtosis\_yaw\_belt  
## 1 <NA> <NA> <NA>  
## 2 <NA> <NA> <NA>  
## 3 <NA> <NA> <NA>  
## 4 <NA> <NA> <NA>  
## 5 <NA> <NA> <NA>  
## 6 <NA> <NA> <NA>  
## skewness\_roll\_belt skewness\_roll\_belt.1 skewness\_yaw\_belt max\_roll\_belt  
## 1 <NA> <NA> <NA> NA  
## 2 <NA> <NA> <NA> NA  
## 3 <NA> <NA> <NA> NA  
## 4 <NA> <NA> <NA> NA  
## 5 <NA> <NA> <NA> NA  
## 6 <NA> <NA> <NA> NA  
## max\_picth\_belt max\_yaw\_belt min\_roll\_belt min\_pitch\_belt min\_yaw\_belt  
## 1 NA <NA> NA NA <NA>  
## 2 NA <NA> NA NA <NA>  
## 3 NA <NA> NA NA <NA>  
## 4 NA <NA> NA NA <NA>  
## 5 NA <NA> NA NA <NA>  
## 6 NA <NA> NA NA <NA>  
## amplitude\_roll\_belt amplitude\_pitch\_belt amplitude\_yaw\_belt  
## 1 NA NA <NA>  
## 2 NA NA <NA>  
## 3 NA NA <NA>  
## 4 NA NA <NA>  
## 5 NA NA <NA>  
## 6 NA NA <NA>  
## var\_total\_accel\_belt avg\_roll\_belt stddev\_roll\_belt var\_roll\_belt  
## 1 NA NA NA NA  
## 2 NA NA NA NA  
## 3 NA NA NA NA  
## 4 NA NA NA NA  
## 5 NA NA NA NA  
## 6 NA NA NA NA  
## avg\_pitch\_belt stddev\_pitch\_belt var\_pitch\_belt avg\_yaw\_belt  
## 1 NA NA NA NA  
## 2 NA NA NA NA  
## 3 NA NA NA NA  
## 4 NA NA NA NA  
## 5 NA NA NA NA  
## 6 NA NA NA NA  
## stddev\_yaw\_belt var\_yaw\_belt gyros\_belt\_x gyros\_belt\_y gyros\_belt\_z  
## 1 NA NA 0.00 0.00 -0.02  
## 2 NA NA 0.02 0.00 -0.02  
## 3 NA NA 0.00 0.00 -0.02  
## 4 NA NA 0.02 0.00 -0.03  
## 5 NA NA 0.02 0.02 -0.02  
## 6 NA NA 0.02 0.00 -0.02  
## accel\_belt\_x accel\_belt\_y accel\_belt\_z magnet\_belt\_x magnet\_belt\_y  
## 1 -21 4 22 -3 599  
## 2 -22 4 22 -7 608  
## 3 -20 5 23 -2 600  
## 4 -22 3 21 -6 604  
## 5 -21 2 24 -6 600  
## 6 -21 4 21 0 603  
## magnet\_belt\_z roll\_arm pitch\_arm yaw\_arm total\_accel\_arm var\_accel\_arm  
## 1 -313 -128 22.5 -161 34 NA  
## 2 -311 -128 22.5 -161 34 NA  
## 3 -305 -128 22.5 -161 34 NA  
## 4 -310 -128 22.1 -161 34 NA  
## 5 -302 -128 22.1 -161 34 NA  
## 6 -312 -128 22.0 -161 34 NA  
## avg\_roll\_arm stddev\_roll\_arm var\_roll\_arm avg\_pitch\_arm stddev\_pitch\_arm  
## 1 NA NA NA NA NA  
## 2 NA NA NA NA NA  
## 3 NA NA NA NA NA  
## 4 NA NA NA NA NA  
## 5 NA NA NA NA NA  
## 6 NA NA NA NA NA  
## var\_pitch\_arm avg\_yaw\_arm stddev\_yaw\_arm var\_yaw\_arm gyros\_arm\_x  
## 1 NA NA NA NA 0.00  
## 2 NA NA NA NA 0.02  
## 3 NA NA NA NA 0.02  
## 4 NA NA NA NA 0.02  
## 5 NA NA NA NA 0.00  
## 6 NA NA NA NA 0.02  
## gyros\_arm\_y gyros\_arm\_z accel\_arm\_x accel\_arm\_y accel\_arm\_z magnet\_arm\_x  
## 1 0.00 -0.02 -288 109 -123 -368  
## 2 -0.02 -0.02 -290 110 -125 -369  
## 3 -0.02 -0.02 -289 110 -126 -368  
## 4 -0.03 0.02 -289 111 -123 -372  
## 5 -0.03 0.00 -289 111 -123 -374  
## 6 -0.03 0.00 -289 111 -122 -369  
## magnet\_arm\_y magnet\_arm\_z kurtosis\_roll\_arm kurtosis\_picth\_arm  
## 1 337 516 <NA> <NA>  
## 2 337 513 <NA> <NA>  
## 3 344 513 <NA> <NA>  
## 4 344 512 <NA> <NA>  
## 5 337 506 <NA> <NA>  
## 6 342 513 <NA> <NA>  
## kurtosis\_yaw\_arm skewness\_roll\_arm skewness\_pitch\_arm skewness\_yaw\_arm  
## 1 <NA> <NA> <NA> <NA>  
## 2 <NA> <NA> <NA> <NA>  
## 3 <NA> <NA> <NA> <NA>  
## 4 <NA> <NA> <NA> <NA>  
## 5 <NA> <NA> <NA> <NA>  
## 6 <NA> <NA> <NA> <NA>  
## max\_roll\_arm max\_picth\_arm max\_yaw\_arm min\_roll\_arm min\_pitch\_arm  
## 1 NA NA NA NA NA  
## 2 NA NA NA NA NA  
## 3 NA NA NA NA NA  
## 4 NA NA NA NA NA  
## 5 NA NA NA NA NA  
## 6 NA NA NA NA NA  
## min\_yaw\_arm amplitude\_roll\_arm amplitude\_pitch\_arm amplitude\_yaw\_arm  
## 1 NA NA NA NA  
## 2 NA NA NA NA  
## 3 NA NA NA NA  
## 4 NA NA NA NA  
## 5 NA NA NA NA  
## 6 NA NA NA NA  
## roll\_dumbbell pitch\_dumbbell yaw\_dumbbell kurtosis\_roll\_dumbbell  
## 1 13.05217 -70.49400 -84.87394 <NA>  
## 2 13.13074 -70.63751 -84.71065 <NA>  
## 3 12.85075 -70.27812 -85.14078 <NA>  
## 4 13.43120 -70.39379 -84.87363 <NA>  
## 5 13.37872 -70.42856 -84.85306 <NA>  
## 6 13.38246 -70.81759 -84.46500 <NA>  
## kurtosis\_picth\_dumbbell kurtosis\_yaw\_dumbbell skewness\_roll\_dumbbell  
## 1 <NA> <NA> <NA>  
## 2 <NA> <NA> <NA>  
## 3 <NA> <NA> <NA>  
## 4 <NA> <NA> <NA>  
## 5 <NA> <NA> <NA>  
## 6 <NA> <NA> <NA>  
## skewness\_pitch\_dumbbell skewness\_yaw\_dumbbell max\_roll\_dumbbell  
## 1 <NA> <NA> NA  
## 2 <NA> <NA> NA  
## 3 <NA> <NA> NA  
## 4 <NA> <NA> NA  
## 5 <NA> <NA> NA  
## 6 <NA> <NA> NA  
## max\_picth\_dumbbell max\_yaw\_dumbbell min\_roll\_dumbbell min\_pitch\_dumbbell  
## 1 NA <NA> NA NA  
## 2 NA <NA> NA NA  
## 3 NA <NA> NA NA  
## 4 NA <NA> NA NA  
## 5 NA <NA> NA NA  
## 6 NA <NA> NA NA  
## min\_yaw\_dumbbell amplitude\_roll\_dumbbell amplitude\_pitch\_dumbbell  
## 1 <NA> NA NA  
## 2 <NA> NA NA  
## 3 <NA> NA NA  
## 4 <NA> NA NA  
## 5 <NA> NA NA  
## 6 <NA> NA NA  
## amplitude\_yaw\_dumbbell total\_accel\_dumbbell var\_accel\_dumbbell  
## 1 <NA> 37 NA  
## 2 <NA> 37 NA  
## 3 <NA> 37 NA  
## 4 <NA> 37 NA  
## 5 <NA> 37 NA  
## 6 <NA> 37 NA  
## avg\_roll\_dumbbell stddev\_roll\_dumbbell var\_roll\_dumbbell  
## 1 NA NA NA  
## 2 NA NA NA  
## 3 NA NA NA  
## 4 NA NA NA  
## 5 NA NA NA  
## 6 NA NA NA  
## avg\_pitch\_dumbbell stddev\_pitch\_dumbbell var\_pitch\_dumbbell  
## 1 NA NA NA  
## 2 NA NA NA  
## 3 NA NA NA  
## 4 NA NA NA  
## 5 NA NA NA  
## 6 NA NA NA  
## avg\_yaw\_dumbbell stddev\_yaw\_dumbbell var\_yaw\_dumbbell gyros\_dumbbell\_x  
## 1 NA NA NA 0  
## 2 NA NA NA 0  
## 3 NA NA NA 0  
## 4 NA NA NA 0  
## 5 NA NA NA 0  
## 6 NA NA NA 0  
## gyros\_dumbbell\_y gyros\_dumbbell\_z accel\_dumbbell\_x accel\_dumbbell\_y  
## 1 -0.02 0.00 -234 47  
## 2 -0.02 0.00 -233 47  
## 3 -0.02 0.00 -232 46  
## 4 -0.02 -0.02 -232 48  
## 5 -0.02 0.00 -233 48  
## 6 -0.02 0.00 -234 48  
## accel\_dumbbell\_z magnet\_dumbbell\_x magnet\_dumbbell\_y magnet\_dumbbell\_z  
## 1 -271 -559 293 -65  
## 2 -269 -555 296 -64  
## 3 -270 -561 298 -63  
## 4 -269 -552 303 -60  
## 5 -270 -554 292 -68  
## 6 -269 -558 294 -66  
## roll\_forearm pitch\_forearm yaw\_forearm kurtosis\_roll\_forearm  
## 1 28.4 -63.9 -153 <NA>  
## 2 28.3 -63.9 -153 <NA>  
## 3 28.3 -63.9 -152 <NA>  
## 4 28.1 -63.9 -152 <NA>  
## 5 28.0 -63.9 -152 <NA>  
## 6 27.9 -63.9 -152 <NA>  
## kurtosis\_picth\_forearm kurtosis\_yaw\_forearm skewness\_roll\_forearm  
## 1 <NA> <NA> <NA>  
## 2 <NA> <NA> <NA>  
## 3 <NA> <NA> <NA>  
## 4 <NA> <NA> <NA>  
## 5 <NA> <NA> <NA>  
## 6 <NA> <NA> <NA>  
## skewness\_pitch\_forearm skewness\_yaw\_forearm max\_roll\_forearm  
## 1 <NA> <NA> NA  
## 2 <NA> <NA> NA  
## 3 <NA> <NA> NA  
## 4 <NA> <NA> NA  
## 5 <NA> <NA> NA  
## 6 <NA> <NA> NA  
## max\_picth\_forearm max\_yaw\_forearm min\_roll\_forearm min\_pitch\_forearm  
## 1 NA <NA> NA NA  
## 2 NA <NA> NA NA  
## 3 NA <NA> NA NA  
## 4 NA <NA> NA NA  
## 5 NA <NA> NA NA  
## 6 NA <NA> NA NA  
## min\_yaw\_forearm amplitude\_roll\_forearm amplitude\_pitch\_forearm  
## 1 <NA> NA NA  
## 2 <NA> NA NA  
## 3 <NA> NA NA  
## 4 <NA> NA NA  
## 5 <NA> NA NA  
## 6 <NA> NA NA  
## amplitude\_yaw\_forearm total\_accel\_forearm var\_accel\_forearm  
## 1 <NA> 36 NA  
## 2 <NA> 36 NA  
## 3 <NA> 36 NA  
## 4 <NA> 36 NA  
## 5 <NA> 36 NA  
## 6 <NA> 36 NA  
## avg\_roll\_forearm stddev\_roll\_forearm var\_roll\_forearm avg\_pitch\_forearm  
## 1 NA NA NA NA  
## 2 NA NA NA NA  
## 3 NA NA NA NA  
## 4 NA NA NA NA  
## 5 NA NA NA NA  
## 6 NA NA NA NA  
## stddev\_pitch\_forearm var\_pitch\_forearm avg\_yaw\_forearm  
## 1 NA NA NA  
## 2 NA NA NA  
## 3 NA NA NA  
## 4 NA NA NA  
## 5 NA NA NA  
## 6 NA NA NA  
## stddev\_yaw\_forearm var\_yaw\_forearm gyros\_forearm\_x gyros\_forearm\_y  
## 1 NA NA 0.03 0.00  
## 2 NA NA 0.02 0.00  
## 3 NA NA 0.03 -0.02  
## 4 NA NA 0.02 -0.02  
## 5 NA NA 0.02 0.00  
## 6 NA NA 0.02 -0.02  
## gyros\_forearm\_z accel\_forearm\_x accel\_forearm\_y accel\_forearm\_z  
## 1 -0.02 192 203 -215  
## 2 -0.02 192 203 -216  
## 3 0.00 196 204 -213  
## 4 0.00 189 206 -214  
## 5 -0.02 189 206 -214  
## 6 -0.03 193 203 -215  
## magnet\_forearm\_x magnet\_forearm\_y magnet\_forearm\_z classe  
## 1 -17 654 476 A  
## 2 -18 661 473 A  
## 3 -18 658 469 A  
## 4 -16 658 469 A  
## 5 -17 655 473 A  
## 6 -9 660 478 A

## need to exclude 0 value columns and non measurement columns   
  
#exclude 0 columns  
csums <- colSums(is.na(pml\_train))  
csums\_log <- (csums == 0)  
pml\_sub\_train <- pml\_train[, (colSums(is.na(pml\_train)) == 0)]  
pml\_test <- pml\_test[, (colSums(is.na(pml\_train)) == 0)]  
  
#include only measurement columns  
del\_cols <- grepl("X|user\_name|timestamp|new\_window", colnames(pml\_sub\_train))  
pml\_sub\_train <- pml\_sub\_train[, !del\_cols]  
pml\_sub\_test <- pml\_test[, !del\_cols]  
  
dim(pml\_sub\_train)

## [1] 19622 54

dim(pml\_sub\_test)

## [1] 20 54

inTrain = createDataPartition(y = pml\_train$classe, p = 0.7, list = FALSE)  
pml\_train\_subset = pml\_sub\_train[inTrain, ]  
pml\_train\_t = pml\_sub\_train[-inTrain, ]

#Principal COmponent Analysis fitting  
preProc <- preProcess(pml\_train\_subset[, -54], method = "pca", thresh = 0.99)  
trainPC <- predict(preProc, pml\_train\_subset[, -54])  
valid\_testPC <- predict(preProc,pml\_train\_t[, -54])  
#RandomForest fitting  
modelFit <- train(pml\_train\_subset$classe ~ ., method = "rf", data = trainPC, trControl = trainControl(method = "cv", number = 4), importance = TRUE)

## Loading required package: randomForest

## Warning: package 'randomForest' was built under R version 3.1.3

## randomForest 4.6-10  
## Type rfNews() to see new features/changes/bug fixes.

#Depicting importance of the resulting principal components of the trained model  
  
varImpPlot(modelFit$finalModel, sort = TRUE, type = 1, pch = 19, col = 1, cex = 1,   
 main = "Importance of the Individual Principal Components")

![](data:image/png;base64,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)

#You should create a report describing how you built your model, how you used cross #validation, what you think the expected out of sample error is, and why you made the #choices you did. You will also use your prediction model to predict 20 different test #cases.   
  
pred\_valid\_rf <- predict(modelFit, valid\_testPC)  
confus <- confusionMatrix(pml\_train\_t$classe, pred\_valid\_rf)  
confus$table

## Reference  
## Prediction A B C D E  
## A 1668 3 2 1 0  
## B 25 1103 8 1 2  
## C 1 15 1003 7 0  
## D 0 0 43 918 3  
## E 0 1 3 4 1074

accur <- postResample(pml\_train\_t$classe, pred\_valid\_rf)  
model\_accuracy <- accur[[1]]  
model\_accuracy

## [1] 0.9797791

out\_of\_sample\_error <- 1 - model\_accuracy  
out\_of\_sample\_error

## [1] 0.0202209

testPC <- predict(preProc, pml\_sub\_test[, -54])  
pred\_final <- predict(modelFit, testPC)  
pred\_final

## [1] B A C A A C D B A A B C B A E E A B B B  
## Levels: A B C D E