自组织映射的基本要素

摘要：自组织映射 (SOM) 是一种自动数据分析方法。广泛应用于工业、金融、自然科学、语言学等领域的聚类问题和数据挖掘。其最广泛的应用，正如本文中所举例的，可以在大文本数据库管理和生物信息学中找到。SOM与在数字信号处理和传输中有着广泛应用的经典矢量量化 (VQ) 相关。跟VQ一样，SOM 使用一个模型的有限集合来表示各输入数据项的分布情况。不过，在 SOM 中，这些模型是自动与常规 (通常是二维) 网络中的节点有序地关联起来，从而使得相似性较大的模型会自动与网格中相邻的节点关联起来，而相似性小的模型被放置在网络中彼此相隔较远的位置。该组织是模型的一种相似关系图，有了这个关系图就可以观察得到数据的位置关系，特别是高维数据项。如果数据项属于某些预先确定的类别，则可以根据这些类别对模型 (和节点) 进行校验。然后，未知输入项就可以根据对应节点进行分类了，节点中的模型在用于构建SOM的一些度量上是最相似的。本文介绍的一个新发现是，一个输入项可以更准确地由几个最佳匹配模型的线性混合来表示。这通过最小二乘法拟合过程是有可能的，但其中线性混合模型中的系数要求为非负值。
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1. 大脑映射

在过去的一百多年里，人们一直认为，大脑的各个皮层区域是专门对应不同的认知功能模块。然而，直到后来，Mountcastle (1957) 以及 Hubel 和伊利·威塞尔 (1962) 有了新的发现，大脑中的某些单个神经细胞是有选择性地对一些特定的感官刺激做出反应。这些细胞通常形成局部集合，它们在集合中的位置顺序会对应于特定刺激物的某些特征值。这种细胞系统被称为大脑映射。

刚开始，人们认为大脑映射是由基因决定的，就像身体的其他形态和组织一样。一直到许多这些映射，至少他们的内部结构和特征级别被发现是取决于感官经验和其他事件之后，才有了新的认识。经过研究经验的报导，特别是由Merzenich(1983)等人的报导，大脑映射的研究有了很大的转变。

在二十世纪七十年代的一些理论生物学家中，例如Grossberg(1976)，Nass(1976) ，Cooper(1975) ，Perez、Glass和 Shlaer(1975)，提出了这样的问题：通过学习(即适应模拟感官刺激)，特征敏感细胞在人工系统中是否也能自动形成。然而，Malsburg (1973)和后来的Amari (1980)已经表明，它们的拓扑排序也会从输入数据中得来。

在输入驱动自组织的第一个成功理论证明中，上述建模方法值得一提。其中的特征敏感细胞的出现就是由所谓的竞争性学习神经网络实现的。在细胞的子集中，对传入的输入信号有最强激活的细胞的适应性，使其能适应特定的输入特性或它们的组合。

然而，早期的仿生大脑映射模型并不适合于实际的数据分析。它们的一个固有缺陷就是得到的映射是被分割的。它们是由一些顺序是不连续地跳跃的、随机的小组件组成。因此在整个映射队列上的全局排序没能实现。虽然这种局部排序在生物学上是司空见惯的，但许多代表这种抽象功能的大脑映射，如Suga 和 O’Neill (1979)，Tunturi (1950, 1952)，和 Zeki (1980)分别报导的音质映射、色彩映射和声纳回波映射，都是要有全局组织的。但这些模型也没能扩大规模，它们不能用于大型网络和高信号维度，尽管计算能力大大提高。

回顾以往，从早期的自组织神经模型来看，有一个重要的因素缺失了。它是一个控制因子或函数，其数量取决于局部信号的活动，但它本身并不对信号造成影响。其唯一目的是控制网络中神经连接选定的子集的可塑性 (通过信号可修改性)。因此，在神经模型中，仅通过一些经连接 (即神经连接) 的其他节点的活动来控制节点的活动是不够的。人们需要额外的各种控制因素来调解信息而不是调解活动。众所周知，这样的一个信息是在神经领域中通过例如化学上的信使分子传递的。

另一方面，如果上述神经和化学作用被考虑到，至少以抽象形式被考虑到，那就有可能将自组织系统提升到能突破现代计算机的性能极限的水平。

2. 经典矢量量化 (VQ)

通过竞争性学习实现最佳调谐的特征敏感滤波器实际上在很早之前在信号处理中已经以抽象的形式有所展示。我的意思是经典矢量量化 (VQ)，它的基本思想由 Lloyd (1957) (以标量形式) 和 Forgy (1965) (以向量形式)已经介绍过。事实上，矢量空间的最佳量化可追溯到1850年，称为二维和三维空间中的狄利克雷细分以及任意维空间中的沃罗诺伊细分；参见狄利克雷(1850) 和 沃罗诺伊 (1907)。从那以后，VQ 成为现代数字信号处理的标准技术。

在矢量量化中，向量值输入数据的空间，例如特征向量，被分成有限数量的连续区域，每个区域通过单个模型向量进行最佳表示，最初在 VQ 中称为码书向量。(后者来自数字信号传输，其中 VQ 用于传输信息的编码和解码)

在最佳分区中，码书向量是构造出来的，这样在最佳匹配的码书向量(称之为胜利者)中的输入数据项的平均距离(以某种标准度量)就被最小化了，即平均量化误差最小化。

为了简单起见，VQ 仅用欧氏距离来说明。将输入数据项构成n维欧几里德向量，用x表示。码书向量用 表示，索引用下标i表示。特定的码书向量用下标c表示索引，称为胜利者，即与x的欧几里德距离最小:
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(1)

若 p (x) 是x的概率密度,平均量化错误 E被定义为：

。 (2)

其中 dV是数据空间V的体积差。作为能量函数的目标函数 E可以通过梯度下降过程最小化。然而，问题是高度非线性的；尽管如此，例如，本书作者已经表明，它收敛到一个局部最低限度；参见 Kohonen (1991)。

如果输入数据项集是有限集，那么批处理计算方法也是可行的。它被称为Linde–Buzo–Gray (LBG)算法，参见Linde、Buzo 和Gray (1980)，但它是由 Forgy (1965) 设计的。关于上述VQ已有丰富的相关文献，也称为 "k-均值分类 "。经典的一些参考，可参见 Gersho (1979)，Gray (1984) 和 Makhoul、Roucos 和 Gis (1985)这些例子。

图1. 自组织映射说明。一个输入数据项X会被传播到模型集合中，模型集合中与X最匹配。网络中位于的邻域(较大圆圈)中的所有模型相对其他模型与X的匹配效果更好。

3. 自组织网络: 常规

3.1. SOM的机理

大概1981 -1982年左右，本书作者引入了一种新的非线性投影映射，称之为自组织映射（SOM），它与VQ类似，但其中的模型（对应于VQ中的码书矢量）变成了空间的，是全局有序的（Kohonen，1982a，1982b，1990,2001）。

SOM 模型与常规的，通常是二维网络的节点(图1) 相关联。SOM 算法构建了以下模型:

较相似的模型将与网格中较接近的节点相关联，而不相似的模型会逐渐被放置在网络中位置相隔较远的地方。

如果在刚开始，中心思想就以以下简单的说明方式表述出来，那么理解 SOM的学习规则和数学含义就更容易了:

每个输入数据项都应选择与输入项最匹配的模型，该模型及其网格中的空间邻居子集应进行相应的修改以更好地匹配。

和在VQ 中类似，所要做的修改主要集中在包含胜利者模型所选定节点上。另一方面，因为在网格中胜者周围的整个空间邻域会被修改一次，且由于平滑作用，在该邻域中的模型的局部排序的程度将提升。连续的不同的输入会引起模型的不同子集的修正。局部排序操作将逐渐扩展到整个网格。然而，真正的数学过程比那更复杂一些。

生成SOM模型的有序集的实际计算可以通过以下任一个主要类型的算法来实现: 1.初始SOM算法中的模型由递归的，逐步逼近过程来计算。为了达到合理稳定状态所需的步骤数，其中输入数据项可以按周期性或随机序列，一次一个地应用于该算法中。 2.另一方面，在批处理方式过程中，所有输入数据项都作为一个批处理应用于算法，并且所有模型都在单个并行操作中进行更新。这个批处理过程通常需要多重复几次，通常这样之后模型会完全稳定。即使仅是到达近似稳定的状态，时间上也比逐步计算方式的时间短一个数量级。

应该强调的是，只有批量学习版的SOM才可用于实际应用，因为它不涉及任何学习速率参数，它的收敛速度会快出一个数量级，并且更安全。另一方面，逐步学习规则最初建立仅仅是为了理论论证理由，便于与其他自组织模型进行比较。而且，我们不可能用常规的度量标准来使用逐步学习，但我们会发现批处理学习也能解决这个问题。

下面将对SOM算法作更详细的描述。

很多商业软件包以及关于SOM的大量免费软件都已经有可用的了。本书作者极力推荐使用合理的公共领域软件包。例如，由我们开发的两个免费软件包：*SOM\_PAK* (Kohonen、Hynninen、Kangas、& Laaksonen、1996；SOM\_PAK 团队，1990) 和*SOM Toolbox*(SOM工具箱团队，1999；Vesanto、Alhoniemi、Himberg、Kiviluoto & Parviainen 1999;；Vesanto、Himberg、Alhoniemi & Parhankangas，1999)，都可从互联网上下载。两个包都包含辅助分析程序，特别是使用MATLAB函数的 SOM 工具箱，提供了多种图形工具。

与大多数仿生的映射模型不同，SOM中的拓扑排序始终可以在整个映射上全局具体化。

从展示出来的空间顺序中，可方便快速地对输入数据的相似关系进行可视化检查，并便于对数据样本进行检验和确认。而且，通过对模型的适当的校验，数据的聚类和分类变就会得清晰明了。

本文的余下部分集中讨论SOM原理和应用。SOM 作为一种可视化工具在探索性数据分析中得到了广泛的应用。从工业处理控制和金融分析到大型文档库的管理，都存在大量的实际应用。生物信息学中也存在着新的、富有前景的应用。迄今为止，最大的应用是在文本文件的管理和检索中，本文就包含有两个这样的例子。

许多版本的SOM算法已被推广多年。它们数量太多，这里就不能一一罗列；参考文献中会提到广泛的书目。参见：(Kaski、Kangas、& Kohonen、1998； Oja、Kaski & Kohonen，2003； Pöllä、Honkela & Kohonen，2009)。另请参见，第7节讨论。

3.2. SOM的校正

如果输入项落入有限的类别中，则可以对应这些类别建立不同的模型，并提供相应的符号标签。这种类型的校正可以通过两种方式进行: 1.如果输入项的数量足够多，则可以先研究所有输入数据项与各种模型所做匹配的分布。大多数输入样本与该模型匹配时，会根据类别标出一个特定模型。在匹配程度相同的情况下，有一个做法是，可以对该模型的较大的邻域进行多数选举(选举匹配的样本多的模型)。2. 如果只有少量的输入数据项可用，那么上述的多数选举就没有意义 (例如，会有很多的平局，或者某些模型没有命中)，则可以用所谓的k-nearest-neighbors (kNN)方法。对于每个模型，将搜索与之最接近(在SOM构造中应用的度量标准上)的k个输入数据项，并且对其进行多数选举以确定节点的最可能分类。在平局的情况下，k的值会增加，直到该平局打破为止。通常，k的选择可以顺序的从6到100，具体取决于输入数据项的数量和SOM组的大小。

当将一个新的未知输入项与所有模型进行比较时，将用最佳匹配模型来标识它。然后将输入项的分类理解为模型最佳匹配。

3.3. 关于"相似性匹配"

SOM存在很多版本，使用不同的"相似性"定义。这个属性值得简短的讨论。"相似性"和"距离"通常是相反概念。

对相似性的意义认知是非常模糊的。例如，人们可以谈论两个人或两个历史时代的相似之处，尽管这种比较通常是基于主观的观点。

如果同样的比较要自动地实现，那么它只能基于一些非常有限的分析，称为统计属性。如果我们处理科学或技术中的具体对象，情况就会清晰很多，因为那时候我们可以，基于数学概念上的属性向量之间的距离测量的非相似定义。统计数字通常也表示为实际向量，由数值结果或其他统计指标组成。各种谱系和其他变换也可以看作是它们的分量的多维向量。

尝试比较此类向量的第一个问题通常是它们的元素的不同的缩放。对于度量标准比较，一个简单的补救方法是规范化刻度，以便不同维度中的变量的方差，或者它们的最大值和最小值分别变为相同。在这之后，一些标准距离测度，如欧几里德，或更一般，Minkowski距离等可以尝试，根据数据的性质选择。事实证明，欧几里德距离 (规范化) 已经适用于大多数实际研究，因为 SOM能够在展示更复杂的相互依存的变量。

向量之间的相似性的自然度量一般是内积。在SOM研究中，通常使用点积。这一措施也使用比欧几里德距离更吻合生物的神经模型。但是，对于与输入x进行比较的模型向量，必须始终将其规范化为定长。如果矢量维数很高，并且输入向量被规范化为定长，则SOMs基于欧氏距离和基于点积的之间的差别是微不足道的。(对于构建欧几里德和点积SOMs，分别参见4.1节和4.5节)。另一方面，如果向量中有大量的零元素，则点积的计算速度相应地更快。此属性可以有效地使用，特别是在本文末尾所讨论的文档映射的快速计算中。

在进入更深一步之前，有必要强调一个基本事实。一张图片，通常是一组像素或其他结构元素，像这样输入向量一般不适用。图像中的自然变化，如平移、旋转、尺寸变化等，以及由于不同光照条件下而造成的变化通常是很广泛的，以至于基于它们的外观进行对象的直接比较结果是不敏感的。相反，自然项的分类应基于其特征的进行提取和分类，这些特性必须是尽可能的不变。这种类型的特征可以包括颜色图谱、傅立叶变换中图像的扩展、小波、主分量或某些图像算子的特征向量等。如果可以通过一组受限制的不变特征来描述输入对象，则输入表示的维数和计算负载将减少很多。

有一种特殊的非相似性或者距离度量，应用在被称为自适应子空间的SOM (ASSOM)中。参见：Kohonen (1995，1996，2001)和Kohonen、Kaski 和 Lappalainen(1997)。其中，某些基本系统与节点相关联，并且这些系统发展为对某些类别的局部特征（例如平移不变，旋转不变或尺寸不变）进行恒定响应的特定滤波器。它们的参数是通过对相同输入模式(不管它们是什么)的转变而调整适应来确定的，这些模式在被关注的各种基本变换中产生。在数学上这些系统每一个都表示信号空间的一个子空间，并由几个基向量来表示。一个输入向量到子空间的距离被定义为在正交补子空间上的正交投影。参见： Kohonen (2001，p.6)。因此，如果到子空间的距离长度是零，输入向量可表述为基向量的线性组合；但一般而言，那样距离的长度会产误差。在自适应学习中，可旋转基向量来减小误差，即到应有子空间的距离。

对特征集的选择和从原始观测中自动提取特征通常必须基于启发式规则。在生物学中，各种特征检测器都是在很长的进化过程中发展起来的。

对于更复杂的比较，您可能还会寻找其他种类的特征用作向量元素。例如在文本分析中的，完整的文档可以根据其单词的统计 (即单词的直方图) 区别开来，因此必须非常细致地关注词在不同的文本中的关系性。参见：Salton和McGill(1983)。因此，直方图的元素，对应于不同的词，必须是从由单词显露出的相关性而产生的乘法因子加权。除了使用一个单词的统计熵外，直方图中的单词也可以通过基于反向文档频率 (IDF)的方法加权 (因此，可以忽略稀有和非常常见的单词)。"文件频率" 是指特定的词汇在文本语料库中文档出现多少次，而以IDF则是这个数字的逆。在适当的权重下，构成特征向量的词直方图可以被限制为一些数以百计的维度。

符号字符串构成了另一种常见的变量类型。除了在文本中会产生字符串变量外，例如在生物信息学和有机化学中: 在基因编码，大分子的原子序列等都有字符串。参见例子，Kohonen 和 Somervuo (2002) 和Oja,Somervuo、Kaski 和 Kohonen (2003)。通常字符串的长度差异很大。某种编辑距离，即将一个字符串转换为另一字符串所需的基本编辑操作数，是字符串变量之间的距离的一个非常有效的定义。这些操作通常必须根据各种误差的统计进行加权。对于非常长的字符串，如蛋白质序列，一些启发式的快捷计算方式，如应用于广泛流传的FASTA 方法(Pearson，1999；Pearson & Lipman，1988)，可能是需要的。这些距离度量在数据库中经常是预先计算的。

还有其他更抽象的相似性度量方法。其中之一是单词的上下文相似性。考虑在一份文本中的一个词，在其相邻词的上下文中考虑。如果词汇中的每个单词都由一个随机的代码表示，则词的表示之间的相互关联度仍然很小。但是，两个局部上下文的相似性度量，例如，文本中连续三个单词的三次重复，然后连续产生三个同样位置上的一模一样的随机代码。从这里的分析中就可以得出非常深刻的语言学结论：对词的语义值的分析可以基于语境相似性研究，如 Kohonen 和Xing (2011)。

一种非常特殊的相似性度量方法是功能相似性，这可能意味着例如以下所讲的内容。考虑到信号过滤器受一组有限参数约束；否则，过滤器的结构是相同的。对于相同的输入信号，不同的过滤器通常会产生不同的响应。应该是因为滤镜用作了测试器。一个与给定输入有关的初始预测误差，是预测值和未来信号真实值的差的绝对值。对于给定输入信号的统计信息，两个过滤器之间的距离(即其参数集的间距) 可以定义为其应有的预测错误的均方根，如 Lampinen 和Oja (1989)建议的那样。注意，尽管各筛选器的预测误差的差别可能很小，但两组筛选器参数可能看起来差异很大。在实际应用中，人们可能会发现不同种类的功能相似之处是不限数量的。

一个重要的任务是比较动态现象。如果将模型用来表示动态状态，就有可能会出现这种情况。Hammer、Micheli、Sperduti 和 Strickert (2004 ) 对动态 SOMs 进行了非常有趣的讨论。

3.4. 建模中的抽象层次

生物建模。最早的 SOM 模型，倾向于复制详细的神经网络结构，是为了描述和解释大脑映射的创建。一种非常现代的很接近特征敏感的，对视觉皮层上的细胞形成的方法由 Miikkulainen、Bednar、Choe和 Sirosh (2005)制作出来。可能会有人提到最新版本的自组织预测(Kohonen，2005，2006)，这种自组织预测可以实现全局排序。有了它，塑性控制分子的扩散模型会被涉及到。

数学抽象。在抽象的数学模型中，忽略了网络连接、突触可塑性和化学控制等细节，通过矩阵向量函数和计算来表示活动的动态。利用这些神经网络的抽象，人们能够扩展到许多问题，使SOM成为一个实用的数据分析工具。
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