暑期学校实验项目：高考志愿填报助手

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| 小组名称 | AI算法实现A组 | | | | | | |
| 姓 名 | 王倩 | 专业 | 人工智能 | 班级 | 091181 | 学号 | 09118103 |
| 实验时间 | 2020.8.31-2020.9.23 | | 指导教师 | 孔祥龙 | | 成绩 |  |
| **一、实验背景和目的**  本实验致力于实现帮助高考生根据其所在地域以及分数排名，填报大学志愿的功能，为高考生们提供引导和帮助，选择最适合自己的大学。本学期的任务基于上学期收集的各个省份的一分一段表，并根据我们的需求，收集了各个省份以及大学的经纬度信息，从而使大学的预测更加合理。 | | | | | | | |
| **二、小组任务和个人任务**  ·小组任务：帮助考生推荐合适的大学  ·个人任务：设计推荐大学功能的实现流程，并编写模型代码和流程代码 | | | | | | | |
| **三、个人任务需求分析**  1. 个人任务需求：设计“实现用户输入自身的分数以及所在省份，模型输出为该用户推荐的大学，并根据本人情况，将推荐的大学分为冲一冲、稳一稳、保一保这三类大学”的实现流程，并编写流程实现代码  2. 分析过程：  1) 实现方法：对于实现推荐大学的功能，本次实验想要尝试通过神经网络的方法，首先根据需求设计合理的网络结构，然后用真实的学生数据对网络进行训练，让神经网络能够在输入学生分数和省份的情况下，输出对该学生所推荐的大学的预测。  为了实现“冲一冲、稳一稳、保一保”的推荐功能，首先根据预测选取多个符合条件的大学，经过中间的系列处理后，对最终的几个最佳大学在全国内的排名数据进行排序，令排名高的为冲一冲，低的为保一保，中的为稳一稳。  2) 细节处理：  a. 分数的处理：由于不同省份的分数所处排名以及排名百分比必定不同，所以在用户输入自身的分数后，除了一分一段表外，还需要有该省份的高考人数数据，来计算用户在该省份的排名百分比情况，使得相同排名、不同省份的考生数据更加公平。  b. 省份的处理：用户输入的省份只是字符串数据，为了满足更相近的地理数据更相似，需要搜集所有省份、所有大学的经纬度信息，并将数据归一化，消除与分数数据的量纲不一致问题。  c. 训练模型所需数据处理：由于模型实现的功能为输入（学生经度，学生纬度，学生排名），输出为某个特定的大学，所以训练数据也要构建成（学生经度，学生纬度，学生排名，所选大学）的格式。  但是由于只有一分一段表数据，所以我们需要根据各大学录取情况（包括录取人数和录取最高分和最低分），抽样生成一条一条的学生数据，作为真实的学生数据进行训练。 | | | | | | | |
| **四、实验过程（需附上关键代码及相关说明）**  实验内容主要分为三部分，一是预测流程的设计及实现，二是模型的设计及实现，三是在完成代码后，修改搜集到的大学数据为输入格式，输入并验证模型和流程的可行性。   1. 预测流程 2. 首先将学生数据输入神经网络1，令模型1输出预测的大学数据。本大学数据由（经度，纬度，排名）组成，是为通过训练神经网络，最终生成的数据，可能并非真实的大学数据。        1. 在所有的大学中，选出与第一步中预测的大学数组距离最近的前十所大学。实验中选取的是欧式距离。      1. 对于这十所大学，衡量它们的经纬度和排名因素，计算出大学得分。因为学生选学校要综合考虑学校的地理位置以及学校的排名，但是二者的重要程度占比不能确定，所以在这个步骤中我们通过训练神经网络2来计算两种因素的重要程度，从而输出综合考虑下大学的得分。得分越低，说明学校和学生的位置差异越小、学校的排名越靠前，从而越是理想的大学。实验中选取的位置差异为向量间的欧氏距离。      1. 选取前五个得分最低的大学，使得排名最靠前的为冲一冲，第二和第三靠前的为稳一稳，排名最末的两个为保一保。      1. 预测模型 2. 模型1：输入（学生排名，学生经度，学生纬度）->输出（大学经度，大学纬度，大学排名）   由于模型的输入为学生排名和学生经纬度所组成的数组，考虑到卷积神经网络更适合处理图片型数据，循环神经网络更适合处理文本类数据，本实验选取了全连接神经网络进行大学的预测。  为了深入学习到学生信息和大学信息之间的关系，模型1由五层全连接层组成。第一层为输入层，由三个神经元组成，分别代表学生的排名百分比、经度和纬度；第二、三、四层为中间层，分别由四个神经元组成，且附有sigmoid激活函数；第五层为输出层，由三个神经元组成，分别代表大学的排名、经度和纬度。最终通过一个softmax层将结果映射到0~1，完成输出。代码如下：     1. 模型2：输入（大学和学生的经纬度之差，大学排名）->输出（大学得分）   本模型由四层全连接层构成，第一层为输入层，由两个神经元组成，分别代表当前大学和学生的经纬度之差，以及大学的排名百分比；第二、三层为中间层，分别由四个神经元组成，且附有sigmoid激活函数；第四层为输出层，由一个神经元组成，代表大学的最终得分。代码如下：     1. 修改大学数据（去掉多余的行以及将字符串改成数字）：   原部分数据展示：    修改代码：    修改后的部分数据展示：     1. 验证流程及模型的可行性：   首先模拟用户输入的学生数据（经度，纬度，排名百分比）    经过上面的流程后，查看输出：   1. 流程1（模型1）的输出：      1. 流程2（与流程1相近的前十所大学）的输出：      1. 流程3（计算大学得分）的输出：      1. 流程4（得出最终的冲一冲稳一稳保一保结果）的输出： | | | | | | | |
| **五、实验结果与分析**  **实验结果：**如上面的验证过程结果所示，*流程1*的模型输出为三维向量，每维的数据范围0~1，为模型1为输入的学生数据预测的大学数据；*流程2*的输出结果为与模型1的结果最相近的十所大学数据；*流程3*的模型输出流程2的十所大学的对应得分；*流程4*的输出结果为通过对得分进行排序，选出的五所最佳大学及其冲稳保结果。  两个模型正常输出，流程代码正确实现。  **分析：***模型1*选取的输入特征为学生的地理信息和排名，为选取学校的主要因素，所以通过训练，可以使得模型较好地学习到学生信息和预测大学之间的内在关系，从而使得预测结果更加符合真实情况。*模型2*则在模型1的基础上，对与预测出的大学最相近的十所大学进行了评估，为了进行评估所选择输入的特征就是大学和学生的距离差以及大学的排名百分比，符合希望学校与家离得近、学校排名高的大部分心理。  *整体的预测流程*首先通过经过真实数据训练的模型，预测出符合真实情况的大学数据，然后计算出与预测的大学数据最相似的十所真实大学，作为学生根据自身情况筛选出的大学结果。接着再对这十所真实大学的自身数据进行评估，选出五所大学作为第二次筛选出的最佳结果。  **其中，第一次筛选强调的是学生的自身素质所匹配到的大学，第二次筛选则着重强调了大学的素质得分。**将学生数据与大学数据在最大程度上进行了利用。 | | | | | | | |
| **六、实验总结与心得体会**  通过这段时间的作业，我对于项目开发有了更加细致的了解，同时也体会到了团队协作的重要性。有很多看上去简简单单的任务实现起来却总是有诸多坎坷，很多细节问题都需要慢慢克服。  例如刚开始为模型准备数据的时候，并没有考虑到量纲问题，直到看到搜集到的经纬度数据，发现大部分数据都是在100以上，且彼此相差不多，才想起要数据归一化，免得使地理位置这维特征的重要性高出学生排名百分比（范围0~1）这维特征太多。  类似的问题还有很多，让我深刻体会到了开发一个项目的不容易。而对于小组协作方面，我们组在交流上还有所欠缺，不过也给了我们很好的经验，让以后的开发工作能够少走弯路，越来越顺利。 | | | | | | | |
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