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| *1. 강의 요약 및 소감*  강의의 제목을 보자 마자 보안 기술과 관련된 내용이 아닐까 하는 생각이 바로 떠올랐습니다. 게다가 이제까지 들어왔던 강의와 비교해 보면 직접적으로 이 학과 전공 과정과 어울리는 단어가 들어가 있어 반갑게 느껴졌습니다. AI 라는 단어가 반갑기는 하지만 보안이라는 주제 자체가 이해하기 복잡하다는 것을 알기에 살짝 걱정이 되기도 했습니다. 보통은 익숙한 주제이거나 흥미로운 주제의 강의일 경우 강의에 앞서 호기심이 앞섰지만 이번에는 익숙하기는 하지만 내용의 난이도를 알기에 호기심보다 전달 내용을 어떻게 이해하고 받아들일 수 있을까 하는 걱정이 먼저 다가왔습니다. 그러나 앞선 걱정과는 다르게 개념적인 부분을 다루며 강의가 진행되어 흥미를 느낄 수 있었습니다.  AI의 학습은 이미 다른 전공 과목을 통해 이수를 했기 때문에 어떤 방식으로 학습이 이루어지는지 금방 이해를 할 수 있었습니다. 머신 러닝을 통해 주어진 데이터를 학습하고 그 학습된 데이터 모델을 통해 결과를 도출한다는 내용으로 다시 머리속의 내용을 금방 상기시킬 수 있었습니다. 대표적으로 AI 를 통해 이미 일상 속에서 서비스가 되고 있는 이미지 객체 인식, 자연어 처리, 영상 분석 등이 예시로 주어졌습니다. 하지만 이런 AI 기술과 보안의 관련성은 쉽게 연결되지 않았습니다. 보통 사람들이 보안하면 인식하기로는 개인 정보를 보호하기 위한 공인인증서나 컴퓨터에 심각한 문제를 발생시킬 수 있는 바이러스, 애드웨어, 스파이웨어 등을 떠올리는데 저 또한 생각의 범위가 여기까지 떠올릴 수 있었기 때문이었습니다. 그러나 보안이라고 하는 개념의 범위가 단순히 개인정보보호 또는 바이러스 백신에 한정되어 있지 않고 AI 안전, AI 를 활용한 정보보호, AI 를 위한 안전 등 포괄적으로 볼 수 있습니다. AI 가 스스로 판단하는 기술이기에 스스로 판단 시 발생할 수 있는 도덕적, 윤리적인 위반과 위험성에 대한 기준을 적용하는 계획 자체를 AI 안전의 범주로 보며, 사용자 인증, 이상거래 탐지, 악성코드 탐지 등에 AI 를 활용하여 보안을 강화할 수도 있습니다. 일반적으로 생각할 수 있는 범주가 이 AI 를 활용한 보안 강화이며 저의 생각 또한 여기에 머물러 있었습니다. 하지만 이번 강의에서 전달하고자 하는 중요 개념은 바로 AI 를 위한 안전기술에 있었습니다. 그 대표 사례로 Poisoning attack, Evasion attack, Model extraction attack, Inversion attack 들이 주어졌습니다. 학습 데이터 자체를 오염시켜 AI 시스템 자체에 오동작을 유발하도록 하는 Poisoning attack, 변조된 테스트 데이터를 입력하여 오류를 발생시키는 Evasion attack, 데이터를 학습하는 알고리즘, 즉, 학습 모델 자체를 복제하는 Model extraction attack, 학습 모델에 질의하여 학습 데이터를 추출하는 Inversion attack 등 AI 자체에도 위협받을 수 있는 취약점이 있다는 것을 알 수 있었습니다.  물론 AI의 학습 모델을 만들기 위해 만들어가는 과정에서 수많은 일관된 학습 데이터 중 실수로 잘못된 데이터가 섞여 있어 오류가 발생할 수 있다 생각은 해볼 수 있겠지만 그런 학습 데이터를 악의를 갖고 입력으로 주어진다면 AI의 시스템이 심각한 위험을 불러올 수 있다 생각을 하니 앞으로 AI의 보안 분야도 많은 기술 진화가 필요하겠다는 생각도 들었습니다. |
| *2. 개선사항*  AI 기만 공격 기술이라는 내용이 주제이기 때문에 어떤 방법으로 공격이 이루어지는지 개념적으로 쉽게 이해할 수 있어 좋았습니다. 하지만 아직 기술 연구가 한참 진행되는 단계이기 때문에 AI에 대한 공격을 방어할 수 있는 기술 사례가 부족하여 앞으로 많은 연구가 진행되어 방어할 수 있는 사례가 추가될 수 있으면 좋겠습니다. |