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**Abstract** – This paper describes the process of a two-wheeled robot model design in Robot Operating System (ROS). The model physics is simulated in Gazebo environment. Its position is localized in a predefined map with a particle filter, implemented by amcl ROS package. A differential\_drive\_controller, following local paths generated by base\_local\_planner/TrajectoryPlannerROS package, controls its motion. Local paths are evaluated to be as close as possible to global paths of navfn/NavfnROS package.  
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# Introduction

Robotic Operating System (ROS) is a framework intended to facilitate robot design, development and debugging. It consists of a physical simulator, hardware drivers, communication protocols and a set of standard algorithms for sensor fusion, computer vision, inverse kinematics, localization and path planning.

The robotic software in ROS is split into multiple processes, called nodes. Nodes exchange messages by subscribing to or publishing topics. Each topic is a communication channel with a predefined message format.

In order to create a mobile robot model in a ROS physical simulator, the developer needs to set up a number of configuration files, defining the model geometry, its physical properties and parameters of nodes, responsible for localization, control and path planning.

# Background

Localization is the process of determining the position and orientation of a robot with respect to the map. Since the real world and robot motion are noisy, the localization process is inherently probabilistic.

There are two popular probabilistic algorithms for localization: Kalman Filter and Particle Filter. Both are based on Bayesian Inference theory and Markov Assumption (see also [1], [2] and [3]).

Bayesian Inference approach treats probability as the amount of uncertainty about the state of the world. Its foundational formula is:

Where *P(o)* is the probability of some observation (e.g. sensor values), *P(s)* is the probability of a state (e.g. position of a robot), *P(s|o)* is the probability of a state given sensor values, and *P(o|s)* is the probability of sensor values given a state.

The formula (1) explains how to predict the probability of a state, given sensor measurements, the previous state and some initial statistics about what states produce what measurements. In case of robot localization, the probabilities are usually continuous values. The formula (1) turns into multiplications of multi-dimensional integrals, which are approximated by Gaussian distributions (Kalman Filter) or set of randomly generated particles (Particle Filter).

Markov Assumption assumes that the probability of a state *si* depends only on the previous state *si-1* and the current observations *oi*. All the previous history of states and observations is thus ignored. This removes a lot of redundant calculations and enables development of efficient algorithms that work well in practice.

Kalman Filter is one of such algorithms, with the following expectations from states and observations:

* States and observations must be continuous probabilistic values
* New states linearly depend on previous states and observations; or this dependency can be linearly approximated
* States and observation distributions are Gaussian or can be approximated by Gaussians

Gaussian distributions are *unimodal*. Unimodality assumes there is only one most probable value, which is located in the center of the distribution.

Unimodal property of Gaussian Filter limits the applicability of the classical implementation of the Kalman Filter: it can be used only for object tracking (inferring position of the robot from the previously known position and observations), but not for localization (inferring position of the robot from observations, where multiple possible solutions of localizations exist).

Kalman Filter has *O(n3 + m2)* time efficiency, where *n* is the state size, and *m* is the observation size.

Particle Filter, in turn, has the following expectations:

* States and observations must be continuous values
* States may non-linearly depend on previous states and observation
* States and observation distributions do not have to be Gaussians. They may also be multimodal. That is, they may have multiple local maximums

Multimodality implies Particle Filter may be applied to a robot localization task, in which the position of a robot within a map is initially unknown, initial observations correspond to multiple positions or orientations in different corners of the map.

With some extensions, Particle Filter may also be used to solve Kidnapping problem, when position of a robot was known, but then it was teleported to a new place so that its position can no longer be inferred from the previous one and should be determined from observations from inception.

Properties, described so far, hint that Particle Filter outpaces Kalman Filter. However, Particle Filter has one significant disadvantage: its time and space complexity are of *O(pn)* where p is the number of particles along one state dimension, and n is the size of a state.

Since Particle Filter exponentially depends on the state size, in practice, it cannot be applied to states, which dimensionality exceeds 4.

The robot, described in this paper, has 3 degrees of freedom: X and Y coordinate along the ground plane, and orientation yaw. Thus, it can be efficiently localized with Particle Filter, implemented in amcl ROS package.
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