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# Introductory Notes

We will follow generally the organization of the excellent summary on the topic of Attention by D. Benveniste in [1].

## Attention in Statistical Machine Translation

Notable paper credited with the application of Attention in NLP tasks for SMT is
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