The Ising Model and The Statistical Mechanics of Learning

compiled by D.Gueorguiev 12/30/2024

# The Ising Model

## What the Ising Model is about

The model consists of discrete variables that represent magnetic dipole moments of atomic “spins” that can be in one of two states (+1 or -1). The spins are arranged in a graph, usually a lattice allowing each spin to interact with its neighbors. Neighboring spins that agree have a lower energy than those that disagree; obviously the system attempts to occupy the lowest possible energy state, but heat would disturb this equilibrium, thus creating the possibility of different structural phases. The model allows identification of phase transitions.

The Ising problem without an external field can be equivalently formulated as a graph maximum cut (Max-Cut) problem (ref. [2]) that can be solved via combinatorial optimization.

## More formal discussion

Consider a set of lattice sites, each with a set of adjacent sites (e.g. a graph) forming a -dimensional lattice. For each lattice site there is a discrete variable such that , representing the site’s spin. A *spin configuration*, is an assignment of spin value to each lattice site.

For any two adjacent sites there is an *interaction* . Also a site has an *external magnetic field* interacting with it. The *energy* of a configuration is given by the Hamiltonian function

where the first sum is over pairs of adjacent spins (every pair is counted once). The notation indicates that sites and are nearest neighbors. The magnetic moment is given by .

The configuration probability is given by the Boltzmann distribution with inverse temperature :

where , and the normalization constant
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# Appendix

## Microscopic Definitions of Thermodynamic Concepts

### Microstates and Macrostates

**Definition** *Microstate* –

A specific configuration of a system that describes the precise positions and momenta of all the individual particles or components that make up the system. Each microstate has a certain probability of occurring during the course of the system’s thermal fluctuations.

**Definition** *Macrostate* -

Macrostate of a system refers to its macroscopic properties, such as its temperature, pressure, volume, and density. More precisely, a microstate is a particular set of values of energy, the number of particles, and the volume of an isolated thermodynamic system. Microstates represent specific possible ways in which the system can achieve a particular microstate. Thus, a microstate is characterized by a probability distribution of possible states across a certain statistical ensemble of all microstates. This distribution describes the probability of finding the system in a certain microstate. In the *thermodynamic limit*, the microstates visited by a macroscopic system during its fluctuations all have the same macroscopic properties.

The *Thermodynamic (macroscopic) limit* of system is the limit for a large number of particles where the volume is taken to grow in proportion with the number of particles. Thus, the thermodynamic limit is defined as the limit of a system with a large volume, where the particle density is held fixed:

Example: Tossing a coin twice

Statistical Mechanics links the empirical properties of a system to the statistical distribution of an ensemble. All macroscopic thermodynamic properties of a system may be calculated from the partition function that sums of all its microstates.

## On Partition Functions

The *Partition function* describes the statistical properties of a system in thermodynamic equilibrium. Partition functions are functions of the thermodynamic state variables such as temperature and volume. Most of the aggregate thermodynamic variables of the system, such as the total energy, free energy, entropy, and pressure, can be expressed in terms of the partition function or its derivatives. The partition function is dimensionless.

Each partition function represents a particular statistical ensemble which in turn corresponds to a particular free energy. The most common statistical ensembles have named partition functions-

*Canonical partition function* : applies to the canonical ensemble, in which the system is allowed to exchange heat with the environment at fixed temperature, volume and number of particles.

*Grand canonical partition function* : applies to grand canonical ensemble , in which the system can exchange both heat and particles with the environment, at fixed temperature, volume and chemical potential.

Classical discrete system

For a canonical ensemble that is classical and discrete, the canonical partition function is defined as

where

* is index for the microstates of the system;
* is the thermodynamic beta coefficient given with where is the Boltzmann constant;
* is the total energy of the system in the respective microstate.

is also known as the Boltzmann factor

Derivation of canonical partition function for classical discrete system

According to the second law of thermodynamics, a system assumes a configuration of maximum entropy at thermodynamic equilibrium. We seek a probability distribution of states that maximizes the discrete Gibbs entropy

subject to two physical constraints:

1. the probabilities of all states add to unity (second axiom of probability):

2. in the canonical ensemble, the system is in thermal equilibrium, so the average energy does not change over time;