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# The Ising Model

## What the Ising Model is about

The model consists of discrete variables that represent magnetic dipole moments of atomic “spins” that can be in one of two states (+1 or -1). The spins are arranged in a graph, usually a lattice allowing each spin to interact with its neighbors. Neighboring spins that agree have a lower energy than those that disagree; obviously the system attempts to occupy the lowest possible energy state, but heat would disturb this equilibrium, thus creating the possibility of different structural phases. The model allows identification of phase transitions.

The Ising problem without an external field can be equivalently formulated as a graph maximum cut (Max-Cut) problem (ref. [2]) that can be solved via combinatorial optimization.

## More formal discussion

Consider a set of lattice sites, each with a set of adjacent sites (e.g. a graph) forming a -dimensional lattice. For each lattice site there is a discrete variable such that , representing the site’s spin. A *spin configuration*, is an assignment of spin value to each lattice site.

For any two adjacent sites there is an *interaction* . Also a site has an *external magnetic field* interacting with it. The *energy* of a configuration is given by the Hamiltonian function

where the first sum is over pairs of adjacent spins (every pair is counted once). The notation indicates that sites and are nearest neighbors. The magnetic moment is given by .

The configuration probability is given by the Boltzmann distribution with inverse temperature :

where , and the normalization constant
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# Appendix

## Microscopic Definitions of Thermodynamic Concepts

### Ensembles, Microstates, Macrostates, Partition Functions

**Definition** *Statistical* and *Thermodynamic ensembles –*

*Statistical ensemble* is an idealization consisting of a large number of virtual copies (countable set) of a system, considered all at once, each of which represents a possible state that the real system might be in.

*Thermodynamic ensemble* is a specific variety of statistical ensemble that, among other properties, is in statistical equilibrium and is used to study the properties of thermodynamic systems.

#### Physical considerations

The ensemble formalizes the notion that an experimenter repeating an experiment again and again under the same macroscopic conditions, but unable to control the microscopic details, may expect to observe a range of different outcomes. The size of the ensemble can be very large, including every possible microscopic state the system could be in, consistent with its observed macroscopic properties. In many cases it is possible to calculate averages directly over the whole of the thermodynamic ensemble, to obtain explicit formulas for many of the thermodynamic quantities of interest, often in terms of appropriate partition function.

The concept of an *equilibrium* (or *stationary*) *ensemble* implies that although the system certainly evolves over time, the ensemble does not necessarily have to evolve. In fact, the ensemble will not evolve if it contains all past and future phases of the system.

The Thermodynamics is concerned with systems that appear to human perception to be “static” (despite the motion of their internal parts), and which can be described simply by a set of macroscopically observable variables. These systems can be described by statistical ensembles that depend on a few observable parameters, which are in statistical equilibrium.

#### Types of ensembles

*Microcanonical ensemble (NVE ensemble)-*

A statistical ensemble where the total energy of the system and the number of particles in the system are each fixed for particular values; each of the members of the ensemble are required to have the same total energy and particle number. The system must remain totally isolated (unable to exchange energy or particles with its environment) in order to stay in statistical equilibrium

*Canonical ensemble (NVT ensemble)-*

A statistical ensemble where the energy is not known exactly but the number of particles is fixed. In place of the energy, the temperature is specified. The canonical ensemble is appropriate for describing a closed system which is in, or has been in, weak thermal contact with outside body. In order to be in statistical equilibrium, the system must remain totally closed (unable to exchange particles with its environment) and may come into weak thermal contact with other systems that are described by ensembles with the same temperature.

*Grand canonical ensemble* (VT *ensemble*)-

A statistical ensemble where neither the energy nor particle number are fixed. In their place, the temperature and chemical potential are specified. The grand canonical ensemble is appropriate for describing an open system: one which is in, or has been in, weak contact (thermal, chemical, radiative, electrical) with a reservoir. The ensemble remains in statistical equilibrium if the system comes into weak contact with other systems that are described by ensembles with the same temperature and chemical potential.

**Definition** *Microstate* –

A specific configuration of a system that describes the precise positions and momenta of all the individual particles or components that make up the system. Each microstate has a certain probability of occurring during the course of the system’s thermal fluctuations.

**Definition** *Macrostate* -

Macrostate of a system refers to its macroscopic properties, such as its temperature, pressure, volume, and density. More precisely, a microstate is a particular set of values of energy, the number of particles, and the volume of an isolated thermodynamic system. Microstates represent specific possible ways in which the system can achieve a particular microstate. Thus, a microstate is characterized by a probability distribution of possible states across a certain statistical ensemble of all microstates. This distribution describes the probability of finding the system in a certain microstate. In the *thermodynamic limit*, the microstates visited by a macroscopic system during its fluctuations all have the same macroscopic properties.

**Definition** *Thermodynamic (macroscopic) limit* -

The *Thermodynamic (macroscopic) limit* of system is the limit for a large number of particles where the volume is taken to grow in proportion with the number of particles. Thus, the thermodynamic limit is defined as the limit of a system with a large volume, where the particle density is held fixed:

In this limit, macroscopic thermodynamics is valid. This implies that the thermal fluctuations in global quantities are negligible, and all thermodynamic quantities, such as pressure and energy, are simply functions of the thermodynamic variables, such as temperature and density.

The thermodynamic limit is essentially a consequence of the central limit theorem. The internal energy of a gas of molecules is the sum of order contributions, each of which is approximately independent, and so the central limit theorem predicts that the ratio of the size of the fluctuations to the mean is of order . Thus for a macroscopic volume with number of molecules comparable to the Avogadro number those fluctuations are negligible.

Statistical Mechanics links the empirical properties of a system to the statistical distribution of an ensemble of microstates. All macroscopic thermodynamic properties of a system may be calculated from the partition function that sums of all its microstates.

At any moment a system is distributed across an ensemble of microstates, each labeled by , and having a probability of occupation , and an energy .

**Definition** *Internal energy*-

The internal energy of the microstate is the mean over all microstates of the system’s energy

This is a microscopic statement of the notion of energy associated with the first law of thermodynamics.

**Definition** *Entropy-*

For the more general case of the canonical ensemble, the absolute entropy depends exclusively on the probabilities of the microstates and is defined as

where is the Boltzmann constant. For the microcanonical ensemble, consisting of only those microstates equal to the energy of the microstate this simplifies to

with the number of microstates .

#### A Note on Heat and Work

For a closed system (no transfer of matter), *heat* is the energy transfer associated with a disordered, microscopic action on the system, associated with (small) changes in occupation numbers of the quantum energy levels of the system, without change in the values of the energy levels themselves.

Work is the energy transfer associated with an ordered, macroscopic action on the system. If this action acts very slowly, then the adiabatic theorem of quantum mechanics implies that this will not cause jumps between energy levels of the system. In this case, the internal energy of the system only changes due to a change of the system’s energy levels.

The microscopic definitions of heat and work for the quantum case are:

so that

.

#### The microstate in phase space for the classical case

The description of a classical system of DOF may be stated in terms of a dimensional phase space, whose coordinate axes consist of the generalized coordinates of the system, and its generalized momenta . The microstate of such system will be specified by a single point in the phase space. For a system with very large number of DOFs its exact microstate usually is not important. So the phase space can be divided into cells of the size each treated as a microstate. Now the microstates are discrete and countable and the internal energy has no longer an exact value but is between and with .

The number of microstates that a closed system can occupy is proportional to its phase space volume:

where is an indicator function. It is if the Hamilton function at the point in phase space is between and and if not. The constant makes dimensionless. For an ideal gas is .

In this description, the particles are distinguishable. If the position and momentum of two particles are exchanged, the new state will be represented by a different point in phase space. In this case a single point will represent a microstate. If a subset of M particles are indistinguishable from each other, then

#### On Partition Functions

The *Partition function* describes the statistical properties of a system in thermodynamic equilibrium. Partition functions are functions of the thermodynamic state variables such as temperature and volume. Most of the aggregate thermodynamic variables of the system, such as the total energy, free energy, entropy, and pressure, can be expressed in terms of the partition function or its derivatives. The partition function is dimensionless.

Each partition function represents a particular statistical ensemble which in turn corresponds to a particular free energy. The most common statistical ensembles have named partition functions-

*Canonical partition function* : applies to the canonical ensemble, in which the system is allowed to exchange heat with the environment at fixed temperature, volume and number of particles.

*Grand canonical partition function* : applies to grand canonical ensemble , in which the system can exchange both heat and particles with the environment, at fixed temperature, volume and chemical potential.

Classical discrete system

For a canonical ensemble that is classical and discrete, the canonical partition function is defined as

where

* is index for the microstates of the system;
* is the thermodynamic beta coefficient given with where is the Boltzmann constant;
* is the total energy of the system in the respective microstate.

is also known as the Boltzmann factor

Derivation of canonical partition function for classical discrete system

According to the second law of thermodynamics, a system assumes a configuration of maximum entropy at thermodynamic equilibrium. We seek a probability distribution of states that maximizes the discrete Gibbs entropy

subject to two physical constraints:

1. the probabilities of all states add to unity (second axiom of probability):

2. in the canonical ensemble, the system is in thermal equilibrium, so the average energy does not change over time;