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## Introductory Notes

The goal of generative modeling is: given iid samples from unknown distribution , construct a sampler for approximately the same distribution.

*Example*: given a training set of dog images from some underlying distribution , we want a method of producing new images of dogs from this distribution.

One way to solve this problem is to learn a transformation from some easy-to-sample distribution (such as Gaussian noise) to our target distribution . Diffusion models offer a general framework for learning such transformations. We want to reduce the problem of sampling from distribution to a sequence of easier sampling problems.

## Gaussian Diffusion

Let be a random variable in distributed according to the target distribution . Then construct a sequence of r.v.’s by successively adding independent Gaussian noise with some small scale :

, (1)

(1) represents forward process, which transforms the data distribution into a noise distribution. Thus (1) defines a joint distribution over , and we let denote the marginal distributions of each . Notice that at large step count , the distribution is nearly Gaussian, so we can approximate sample from by just sampling a Gaussian.

Now, suppose we can solve the following subproblem –

Given a sample marginally distributed as , produce a sample marginally distributed as .

We will call a method that does this a *reverse sampler*, since it tells us how to sample from assuming we can already sample from . If we had a reverse sampler, we could sample from our target by simply starting with a Gaussian sample from , and iteratively applying the reverse sampling procedure to get samples from , and finally .

The key insight of diffusion is, learning to reverse each step can be easier than learning to sample from target distribution in one step. There are many ways to construct reverse samplers, but for concreteness let us first see the standard diffusion sampler which we will call the *Denoising Diffusion Probabilistic Model* (DDPM) sampler.

The *ideal DDPM sampler* uses an obvious strategy: at time , given input (a sample from ), we output a sample from the conditional distribution

(2)

(2) represents a reverse sample. The problem is, it requires learning a generative model for the conditional distribution for every , which could be complicated. But if the per-step noise is sufficiently small, then it turns out this conditional distribution becomes simple:

Property of Diffusion Reverse Process

For small , and the Gaussian diffusion process defined in (1), the conditional distribution is itself close to Gaussian. That is, for all times and conditionings , there exists some mean parameter such that

(3)

For a given time and conditioning value , learning the mean of is sufficient to learn the full conditional distribution . This not obvious fact enables a drastic simplification – instead of having to learn an arbitrary distribution from scratch, we now know everything about this distribution except its mean, which we denote .

Learning the mean of is a much simpler problem than learning the conditional distribution itself; we can solve it by regression. We have a joint distribution from which we can sample and want to estimate . This is done by minimization of the standard regression loss

(4)

(5)

(6)

where the expectation is taken over samples from our target distribution . We simulate samples of by adding noise to the samples of as defined by (1).

When the target is a distribution on images, then the corresponding regression problem (6) is an *image denoising objective*, which can be approached with CNNs.

### Constructing Diffusion-like Generative Models

Let us now abstract away the Gaussian setting, to define diffusion-like models in a way that will capture their many instantiations (including deterministic samples, discrete domains, and flow-matching).

We start with the target distribution , and we pick some base distribution which is easy to sample from, e.g. a standard Gaussian or i.i.d. bits. We then try to construct a sequence of distributions which interpolate between the target and the base distribution . That is, we construct distributions

(7)

such that is our target, is the base distribution, and adjacent distributions are close enough in some well-defined sense. Then we learn a reverse sampler which transforms to . Formally,

**Definition** (*Reverse Sampler*)

Given a sequence of marginal distributions , a reverse sampler for step t is a potentially stochastic function such that if , then the marginal distribution of is exactly .

(8)

There are many possible reverse samplers; some samplers can be deterministic.

We will consider three possible reverse samplers : the *DDPM sampler*, the *DDIM sampler,* which is deterministic and the family of *flow-matching models* which can be thought as generalization of *DDIM*.

### Discretization

Let us elaborate what it means adjacent distributions to be close. The sequence can be thought of as the discretization of some (well-behaved) time-evolving function , that starts from the target distribution at time and ends at the noisy distribution at time :

, where (9)

The number of steps controls the fineness of the discretization and hence the closeness of adjacent distributions.

In order to ensure that the variance of the final distribution, , is independent of the number of discretization steps, we also need to be more specific about the variance of each increment.

Note that if , then . Therefore, we need to scale the variance of each increment by , that is, choose

(10)

where is the desired terminal variance. The choice (10) ensures that the variance of is always , regardless of .

Notation Adjustment

From here on, will represent a continuous value in the interval ; it will be taking over the values . Subscripts will indicate *time* rather than *index*, so for example will now denote at a discretized time . That is, (1) becomes:

, (11)

which also implies that

, where (12)

since the total noise added up to time (i.e. ) is also Gaussian with mean zero and variance .

## Stochastic Sampling: DDPM

We will review DDPM-like reverse sampler and heuristically prove its correctness.

This sampler is similar as the sampler discussed in [3] and was originally introduced in [1]. The main difference with [3] is that we use the “Variance Exploding” diffusion forward process. We also use constant noise schedule and we do not discuss how to parametrize the predictor (predicting vs vs noise ).

Let us consider the same setup as before – a target distribution and a joint distribution of noisy samples defined in (11). The DDPM sampler will require estimates of the following conditional expectations:

(13)

This is a set of functions , one for every time step . In *the training phase*, we estimate these functions from i.i.d. samples of , by optimizing the denoising regression objective

(14)

Typically a neural network is used to parametrize . In practice, it is common to share parameters when learning the different regression functions ,

Then, in *the inference phase*, we use the estimated functions in the following reverse sampler.

Algorithm 1: Stochastic Reverse Sampler (DDPM-like)

For input sample , and timestep , output:

(15)

To actually generate a sample, say , we first sample as an isotropic Gaussian , and then run the iteration of Algorithm 1 down to , to produce a generated sample . Here , as our discretized notation (12) indicates, is the noise-only terminal distribution, and the iteration takes steps of size .

Question: why does iterating Algorithm 1 produce a sample from (approximately) the target distribution ? The key missing piece is, we need to prove the property of the diffusion processes given with (3) – that is , the true conditional can be approximated by a Gaussian and this approximation converges to the true conditional distribution if we discretize in smaller steps .

Here we continue with the discussion on the property of the diffusion processes-

Statement 1: Let be an arbitrary, sufficiently smooth density over . Consider the joint distribution of where and . Then, for sufficiently small , the following holds: for all conditionings , there exists such that

(16)

for some constant depending only on . Moreover, it suffices to take

(17)

(18)

where is the marginal distribution of .

One can recognize that the second term in (18) is the scaled by variance statistical score (aka informant) ([13]).

Tweedie’s formula ([14], [15]) implies that this mean is exactly correct even for large , with no approximation required. However, the distribution may deviate from Gaussian for larger ’s.

### Appendix

### Statistical Score / Informant

Score (aka Informant) is the gradient of the log-likelihood function with respect to the parameter vector .
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