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## Introductory notes

Given the popularity of the Neural Networks for Computer Vision it is clear that the scientific community needs *mechanistic interpretability* for those neural network architectures.

Speculative claims about Neural Networks operations and explainability of the latter

**Features**: *Features* are the fundamental unit of Neural Networks. They correspond to *Directions*. By *Directions* the authors mean linear combination of neurons in a layer. One can think of this as a direction vector in the vector space of activations of neurons in a given layer.
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