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## Introductory Notes

Diffusion models are generative models which implies that they model/generate data similar to the data on which they were trained.
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