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# Notes to LLM training via Reinforcement Learning

The training of LLMs these days is performed in two separate steps

1) Pre-training: Learning general language patterns from vast, unlabeled text.

2) Post-training (fine-tuning): Specializing the model for task or preferences:

//TODO: give an overview of 1) based on [UML]

//TODO: give an overview of 2) based on [TtFI]

//TODO: finish the overview based on [TaRL]
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# Appendix

## Supervised Fine Tuning of Large Language Models

Generative models can be finetuned on specific tasks such as summarization and question answering. Whenever we fine-tune LMs on a broad range of tasks *simultaneously* we talk about supervised fine-tuning (SFT).

This process helps LMs become more versatile and capable of handling a broader set of use cases which represent the user interests.

There are 4 distinct phases (steps) in the SFT process:

### Chat Templates

*Chat Templates* structure interactions between users and LMs ensuring consistent contextually relevant responses. They include the following components – *system prompts* and *role-based messages*.

### Supervised Fine-Tuning

SFT is a process for adapting pretrained LM to specific tasks. It involves training the model on a task-specific dataset with labeled examples. Detailed documentation with example can be found on [TRL] and [STr].

//TODO: finish the overview based on [SFT]