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## Introductory Notes

### Black-box Optimization

We have a function which has some optimum we are interested to know about. The problem is that we do not have a direct access to so we have no idea about how this function behaves in the search space. We write this as:

where is a black-box function for which the following is true:

* only the function value can be observed – that is, we can query at some input point ; this implies that we have no direct access to the function gradients
* the evaluation of is expensive – takes substantial amount of time and/or takes substantial computer resources
* the observation typically is noisy – it is corrupted by noise.
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