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# Introductory Notes

## Gaussian Models

The PDF of an MVN in dimensions is defined by the following:

(1)

where is the mean vector , and is the covariance matrix.

is known as the *precision matrix* or *concentration matrix*. The normalization constant ensures that the pdf integrates to 1.

A full covariance

The expression inside the exponent is the Mahalanobis distance between a data vector and the mean vector .

## Gaussian Processes (GP)

A Gaussian Process is a Gaussian distribution over functions:

## Noiseless Gaussian Process Regression

We observe a training set where

Given the test set of size , we want to predict the function outputs .

where is matrix, is matrix, and is

Here

# Appendix

## Covariance and Correlation

Covariance between two r.v.’s and measures the degree to which X and Y are related. Covariance is defined as:
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