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# Vectors as Units of Retrieval

We often intend for the vector representation of two similar objects to be “close” to each other according to some well-defined distance function. Thus, similarity in the vector space must imply similarity between objects.

We must choose the dimensionality of the target space (a subset of ) for embedding along with the distance function . The vector space of embeddings together with the distance function defines a metric space.

Consider the lexical representation of a text document where is the size of the English vocabulary. Let
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# Appendix

## Jaccard index

The Jaccard index is a statistic used for gauging the similarity and diversity of sample. It is defined as the ratio of two sizes (areas or volumes), the intersection size divided by the union size also called *intersection over union*.

Thus, the Jaccard index is defined as the size of the intersection divided by the size of the union of the sample sets

Obviously, .