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# Introductory Notes

Policy gradient methods for reinforcement learning avoid some of the undesirable properties of the value function approaches, such as policy degradation. However, the variance of the performance gradient estimates obtained from the simulation is sometimes excessive. Two commonly used policy gradient techniques will be discussed in this document – the *baseline* and *actor-critic* methods.

## System Model

A partially observable Markov decision process (POMDP) can be modelled by a system consisting of a state space, , an action space, , and an observation space, , all of which will be considered finite here. State transitions are governed by a set of probability transition matrices , where , components of which will be denoted , where . There is also an observation process , where is the space of probability distributions over , and a reward function . Together these define the POMDP .

A policy for this POMDP is a mapping where denotes the space of all finite sequences of observations and is the space of probability distributions over . If only the set of reactive policies
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# Appendix

## Markov Decision Processes and Partially Observable Markov Decision Processes

Markov Decision Processes serve as a basis for solving more complex partially observable problems.

**Definition**: *Markov Decision Process*