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## Notation and Basic Definitions:

### Graphs:

Notation for Edges:

**undirected edge** :

**directed edge** :

**non-directed edge** :

**partially directed edge** :

Note on Inducing Path Graph: contains both directed edges (e.g., ) , bi-directed edges (e.g., ), non-directed edges (e.g., ), and partially directed edges (e.g., ).

**Graph** (*traditional definition*): ordered pair where is a set of vertices and is a set of edges. The members of are pairs of vertices (an ordered pair in a directed graph and an unordered pair in an undirected graph). For example, the edge is represented by the ordered pair . We need to specify variables and **marks** at each end. In general, we will allow that the end of an edge can be unmarked, can be marked with an arrowhead , or can be marked with an . For example, the left end of can be represented as ordered pair , while the right end can be represented as the ordered pair . The entire edge is a set of ordered pairs representing the endpoints . The edge is the same as .

Note that a directed edge such as has no mark at the endpoint; we consider the mark at the A endpoint to be empty, but when we write out the ordered pair, we will use the notation to stand for the empty mark e.g.,

**Graph** (our definition): an ordered triple where is a non-empty set of vertices, is a non-empty set of marks, and is a set of sets of ordered pairs of the form , where and are in , , and and are in . Except in our discussion of systems with feedback we will always assume that in any graph, any pair of vertices and occur in at most one set in , or, in other words, that there is at most one edge between any two vertices. If we say that is over .

Figure 1: Example of directed graph

For example, the directed graph on Figure 1 can be represented as:

**edge**: any member of .

**edge-end**: each ordered pair

**endpoint**: each vertex in an edge

**adjacent endpoints:** vertices are adjacent iff there is an edge with endpoints

**undirected graph**: a graph in which the set of marks .

**directed graph**: a graph in which the set of marks .

**directed edge** from to : an edge

**edge into** : any edge

**edge out** of **:** any edge

**parent/child**: is parent of which is child of if there is a directed edge from to

**indegree** of vertex : the number of the parents of

**outdegree** of vertex : the number of children of

**undirected path** between and in graph : a sequence of vertices beginning with and ending with such that for every pair of vertices and that are adjacent in the sequence there is an edge in .

**edge is in path**: is in the path iff and are adjacent to each other (in either order) in .

vertices **adjacent on path**: if an edge between and is in the path we say that and are adjacent on .

**path is out of vertex**: if the edge containing in **an undirected** **path** between and **is** **out of** then we say that **path is out** of .

**path is into vertex**: if the edge containing in a path between and is into we say that **the path is into** .

**empty path**: sequence which consists of a single vertex.

**acyclic path**: a path which contains no vertex more than once; otherwise, it is **cyclic path**.

//TODO: finish the section on Graph basic definitions

### Probability

We will use sometimes the special summation symbol which has the following properties:

1. when sets of random variables are written beneath the special summation symbol, it is understood that the summation is to be taken over sets of values of the random variables, not the random variables themselves

The vertices of the graphs we consider will always be random variables taking values in one of the following: the real line, the nonnegative reals, an interval of integers

By a joint distribution on the vertices of a graph we mean a countably additive probability measure on the Cartesian product of these objects. We say that two random variables and are **independent** when the joint density of is the product of the density of and the density of for all values of and . We write this as . We say that a set of random variables is **jointly independent** when any two disjoint subsets of the set are independent of one another. We say that random variables are independently conditional on (or given ) when the density of , given equals the product of the density of given and the density of given , for all values of and for all values of for which the density of is not equal to 0. Generalization for set of random variables, : if is independent of given we write and we say that the **order of the conditional independence** is equal to the number of variables in .

In the discrete case, we say that a distribution over is positive iff for all values of , .

If is included in and

// Note to myself: this is a very clumsy way to write =

we say that is the **marginal** of over .

### Graphs and Probability Distributions

//TODO: finish the basic definitions in Graphs and Probability Distributions

//TODO: finish basic definitions

## Introductory Notes

### Notes on Chapter 1.1 The Issue

Claim is made that existing methods for function fitting through some minimization technique *cannot* be reliably used to infer causal dependencies from random uncontrolled samples or predict the effects of manipulation. Linear regression is taught as means of fitting a line to sample data and also as means of predicting new values of a variable. Many of the real applications of regression are to predict values of a variable when the regressors are *manipulated*, that is, when an action or policy forces some new distribution to the regressors. Lots of claims are circulated that regression cannot be used to infer causes from non-experimental samples, or to make predictions about manipulated systems. Bolder claim is made: it is not possible for any statistical method to be used to reliably infer causes or to make prediction about manipulated systems.

*The Arguments against the possibility of reliable inference of causal structure from statistical samples*

* Many examples in which regression yields erroneous causal inferences
* Underdetermination of causal structure by statistical dependencies

Claim often seen in the literature of at the time: Statistical dependency is possible to be observed between sample values of variables X and Y for the following:

1. When causes
2. When causes
3. When each causes the other
4. When some third variable causes both
5. When the sample is not representative
6. When the values of and form time series

However, immediate warning is issued that “experimentation, and not the existence of statistical relationship” is necessary to establish a cause.

Counterclaim by the authors: It is true enough that we cannot distinguish among (i), (ii), (iii) and (iv) when we measure only two variables, X and Y, but what is the proof that we cannot distinguish among these alternative causal relations if additional variables are measured? We know that in other contexts identifiability and estimation properties of parameters relation a pair of variables can be changed if further variables are measured; the method of instrumental variables is an illustration. May the same not be the case with identifying causal structure?

Consider (v) : this claim should not be taken seriously as anything in which statistics is involved would be dismissed if the sample is notchosen well, that is – it is not representative. (vi) makes a sound point.

Note on *collapsibility*:

Important theoretical question: when can the same conclusions about the existence and strength of an influence of one variable, , on another, , be obtained by analyzing a reduced set of variables, (containing and ), rather than a larger set of variables that properly includes ? When and how can the analysis of a set of variables, including and , reliably determine whether variable causes , even though there may be common causes of and that are not in ; When and how, in such circumstances, can we reliably predict the effect on of manipulating ? Another related question – when are the log-linear parameters for a model obtained by marginalizing out some variables the same as the corresponding parameters of the larger, unmarginalized model?

Note on *model selection* or *specification search*:

“Model selection” or “specification search” is an area of research in which questions of causal inference have been obscured. Statistical models such as log-linear models, structural equations models, regression models, etc have two distinct roles. One role is to restrict the class of possible probability distributions among a set of variables and to parametrize the family of distributions that satisfy the restriction. Thus, a log-linear model, for example, is given by specifying that particular parameters vanish in a linear expansion of the logarithm of the probability of any cell.

The importance of hypothesis selection in this respect is that the restrictions and the parametrization should aid one in understanding and efficiently estimating the distribution. The other role such models may have is to inform prediction – the predictions are often about the effects of actions or events that, if they were to occur, would *alter* the probability distribution. These are causal claims – they do not follow from any estimate of an actual probability distribution, and they depend on a further interpretation of the representations through which the restrictions of a statistical model are expressed. Statistical hypotheses used with a causal interpretation would seem either to be correct and the difference is important.

*Discussion on the lack of statistical theory for causal inference*

Question: Why so little statistical theory is concerned with causal inference? Some attempts were made to give accounts of causation entirely in terms of probability relations, while others try to characterize causation in terms of counterfactual conditions. There cannot be any rigorous theory about what is undefined.

However, the absence of a “definition” of causation does not prevent research which promotes causal inference in experimental contexts. The fact that one variable causes another cannot always depend essentially on whether we discover the fact by experimentation. Every interpretation of probability appeals to obscure counterfactual assumptions or to mysterious properties in a sense which is similar to the arguments regarding the definition of causality.

At the time of the writing of this work there are two attempts to express causality via stochastic formalisms, each valuable and neither sufficient by itself, hence the value of the current work.

A mathematical representation of causal dependencies among a set of variables has been in the statistical literature for a more than century. (Wright, 1934) used directed graphs to represent causal structures.

//TODO: finish this paragraph – p26 of the pdf

(Harri Kiiveri, 1982) related //TODO: finish this paragraph

//TODO: finish the notes on Chapter 1.1 The Issue

Notes on Chapter 1.3 Themes

*Fundamental questions in this thesis*: understanding the systematic connections between causal dependency and stochastic dependency. What are the limits to reliable causal inference given the presence of such connections? Under what conditions the causal inference will produce reliable results? What are the limitations for causal inference given our theoretical understanding between causality and probability? Within these limits we can investigate rigorously the shortcomings of the algorithms that search for causal structures from statistical properties of the datasets.

The asymptotic reliabilities of well-defined procedures can be determined mathematically, while short run behavior can be estimated/bounded through well-chosen simulation experiments. This thesis investigates into the theory of model specification search adopting results from the theory of estimation.

*Additional investigations*:

Understanding latent variables and their impact on causality.

This work investigates various asymptotic methods and their reliability to obtain information about the presence or absence of unmeasured common causes, and about their causal relations. *The Markov Condition* and *The Faithfulness Conditions* are widely assumed throughout this work. Informative sufficient conditions for the presence of unmeasured common causes are investigated under the assumption of Markov and Faithfulness conditions. Theorems about causal conclusions and predictions will be drawn whether or not latent variables are present. Tetrad Representation Theorem is more powerful theorem valid under the assumption of linearity – this theorem can be used to identify the presence of unmeasured common causes.

Conditions sufficient and/or necessary to correctly predict the effects of a policy applied to a population that has been studied through a sample, and whose causal structure is not known a priori.

*Related question*: when will the conditional distribution of on when is *forced* to have a certain value, equal the probability of conditional on , in an observational or experimental population?

One can find an answer assuming that certain counterfactual claims are known. That is, knowing aspects of the causal structure of the system under study.

*Follow-up question*: when can the relevant causal knowledge necessary to answer the question above be obtained from the sample data?

In this work results are described that answer the follow-up question and give information from sample data about when the conditional probability of on and is invariant under a manipulation of .

*Fundamental issue about prediction*:

Let us assume that the distribution of is to be directly manipulated. Let us denote the manipulated distribution with . *Question*: when can the resulting distribution of a set of variables conditional on a set be calculated from the distributions , of , , and other variables in an observational or experimental population in which were not manipulated for each unit in the sample?

In order to answer this question, we need to find out more about the formal connections between probability and causal structure.

*Another topic of discussion*: the commonly used statistical search procedures are sub-optimal for causal inference.

Automated model search procedures (especially linear and logistic regression) are asymptotically unreliable against alternative causal hypotheses that are often consistent with prior knowledge. If the procedures give the right answers in the ideal case of perfect information about the population distribution, one can look around for better tests and more computationally efficient algorithms. But if, as in the case of regression and many other automated techniques, probability relations and causal relations are incorrectly matched there is no way to produce good inferences and there is no point to investigate more performant algorithms based on flawed causal models.

*Another topic discussed in this work*: the importance of causal reasoning in the design of empirical studies.

The adopted view by many statisticians at the time is that causation is not something which can be established by data analysis. Establishing causation requires logical arguments that go beyond the realm of numerical manipulation. Establishing causation requires intrinsic understanding of the studied phenomenon beyond the set of experiments used in the analysis. When observational studies are used as a basis for causal inference the jump from correlation to causation must be made on nonstatistical grounds. The authors of this thesis question this view and argue that once a formal understanding of the connection between causal structure and probability is in place, the questions about the comparative power of experiment versus observation can be answered by a mathematical model based on the causal information that can be extracted from experimental and observational design.

//TODO: finish the paragraph on Chapter 1.3 Themes
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