Linear Methods for Regression

A linear regression model assumes that the regression function is linear in the inputs . We have an input vector and want to predict a real-valued output . The linear regression model has the form

(1)

The linear model either assumes that the regression function is linear, or that the linear model is a reasonable approximation. The ’s are unknown parameters and the variables can come from different sources:

* quantitative inputs
* transformations of quantitative inputs, such as log, square root or square
* basis expansions such as , , leading to a polynomial representation
* numeric or “dummy” coding of the levels of qualitative inputs. For example, if is a five-level factor input, we might create , such that . Together this group of represents the effect of by a set of level-dependent constants, since
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