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# Tree-based methods for classification and regression

Tree-based methods for predicting the scalar from a feature vector divide up the feature space of p-dimensional hyperrectangles and then fit very simple model in each hyperrectangle. This applies to both when is discrete and when is continuous; that is – both for *classification* and *regression*.
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