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# Introductory Notes

Learning an input-output mapping from a set of examples, of the type that many neural nets have been constructed to perform, can be regarded as synthesizing an approximation of a multi-dimensional function, that is solving the problem of hypersurface reconstruction. From this point of view this form of learning is closely related to classical approximation techniques, such as generalized splines and regularization theory. We would like to investigate
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# Appendix

## Kolmogorov-Arnold Representation Theorem

**Theorem** : *Kolmogorov-Arnold function representation*

Every multivariate continuous function can be represented as a superposition of continuous single-variable functions. Precisely, if is a multivariate continuous function, then can be written as a finite composition of continuous functions of a single variable and the binary operation of addition.

where and

George Lorentz provides another formulation of this theorem in 1962 which shows that the outer functions can be replaced by a single function . More precisely,

David Sprecher replaced the inner functions by one single inner function with an appropriate shift in its argument. He proved that there exist real values , a continuous function , and a real increasing continuous function with

//TODO: finish the appendix section on Kolmogorov representation theorem

## Lipschitz-continuity of functions

Given two metric spaces and , where denotes the metric on the set and denotes the metric on the set , a function is called Lipschitz continuous if there exist a real constant such that, for and in ,

Any such is referred to as a Lipschitz constant for the function and may also be referred as -Lipschitz; also denoted as .