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# Introductory Notes

Learning an input-output mapping from a set of examples, of the type that many neural nets have been constructed to perform, can be regarded as synthesizing an approximation of a multi-dimensional function, that is solving the problem of hypersurface reconstruction. From this point of view this form of learning is closely related to classical approximation techniques, such as generalized splines and regularization theory. We would like to investigate
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# Appendix

## Kolmogorov-Arnold Representation Theorem