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## Introductory Notes

A central goal of sequence modeling is designing a single principled model that can address sequence data across a range of modalities and tasks, particularly on long-range dependencies. Although conventional models including RNNs, CNNs, and Transformers have specialized variants for capturing long dependencies, they still struggle to scale very long sequences of 10000 or more steps.

Modeling sequences can be performed by simulating the fundamental state space model (SSM) , and showed that for appropriate choices of the state matrix A, this system could handle long-range dependencies mathematically and empirically. However, this method has prohibitive computation and memory requirements, rendering it infeasible as a general sequence modeling solution in its original form. Albert Gu *et al* propose in [3] the *Structured State Space sequence* (S4) model which is based for a new parametrization for the SSM and show that it can be computed more efficiently than conventional approaches for SSM. The key to the proposed technique involves conditioning *A* with a low-rank correction, allowing it to be diagonalized stably and reducing the SSM to the well-studied computation of Cauchy kernel.

## Appendix

### Support Vector Machines and Kernels
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