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## Introductory Notes

### The Encoder-Decoder Framework
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Figure: Unrolling an RNN in time
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Figure: An encoder-decoder architecture with a pair of RNNs

## Appendix

### Unreasonable Effectiveness of Recurrent Neural Networks

#### RNNs
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