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## Introductory Notes

### The Encoder-Decoder Framework
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Figure: Unrolling an RNN in time
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Figure: An encoder-decoder architecture with a pair of RNNs

## Appendix

### Unreasonable Effectiveness of Recurrent Neural Networks

#### RNNs

What makes Recurrent Networks special?

Limitation of Feed Forward Networks and also Convolutional Networks:

that their topology is too constrained: They accept a fixed size vector as input (for example an image) and produce a fixed-sized vector as an output (for example probabilities of different classes). These kind of networks also perform this mapping using a fixed amount of computational steps because there are fixed number of layers in their topology.

RNNs do not have some of these constraints. The topology of the RNNs allow to operate over a *sequence of vectors* rather than just individual vectors.
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