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# Project goal

The objective of this project is to create a sentiment analysis model that uses random forest algorithm to categorize product reviews as positive, negative. An input dataset of Amazon product reviews will be used for the project, and the text data will be preprocessed to extract features and generate bag of words that will be applied to classification. A subset of the data will be used to train the random forest model, and a test set will be used to assess the models performance. The performance of the model, is evaluated using F1, recall,. The final output will be a sentiment analysis model that can accurately categorize Amazon given product review as positive, negative.

# Background Description

The project "sentiment analysis using random forest" seeks to identify and categorize people's reviews as they are reflected in text data. The motivation behind this project is to fulfill the growing need to interpret the sentiment for huge volumes of text data in a variety of fields, including social media market place, consumer feedback, and product evaluations.

Based on the sentiment or emotion expressed in the text, sentiment analysis divides text data into many groups. This may be negative, or positive. Random forest is one of the methods for sentiment analysis that is most frequently employed. A popular machine learning model for classification issues is random forest, which makes it a good option for the proposed project.

# III.Dataset descripion

The dataset which we train the model on has a total of 60890 amazon product reviews, which will be splitting into 30000 sets for training the model and 30890 sets for testing the model. The dataset has 5 columns namely unique\_id, category, review\_text, rating, own\_rating.

# 

# IV.Success Evaluation Criteria

## The evaluation criteria for a machine learning can be done by using accuracy notation, confusion matrix, precision, recall, f1 score.

For this project we use accuracy and F1 score as our performance evaluation criteria. The accuracy denotes the percentage of correctly predicted instances. Since, accuracy alone isn’t enough to evaluate the model, especially in case of class imbalance, we use F1 score. F1 score is the combination of precision and recall. Where precision tells what portion of positive identifications are correct. And recall tells what portion of actual positives were identified correctly. F1 can be calculated in many ways. Since we are training model on a multi class dataset we use sample-weighted f1 score for our model evaluation.

# V.papers to read

In order to familiarize more with the problem which, we work for this project and its objectives one can refer to the following papers:

1)”*Mining the peanut gallery: Opinion extraction and semantic classification of product reviews. Proceedings of the 12th International Conference on World Wide Web, 519-528*”. In this paper researchers proposed a Machine learning approach to classify product reviews as positive, negative using support vector machines(SVM).

2) “*Hu, M., & Liu, B. (2004). Mining and summarizing customer reviews. Proceedings of the Tenth ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, 168-177*”. In this paper researchers provided a useful approach to summarize customer reviews using text mining techniques.

In order to get to know the problem of class imbalance the following papers can be helpful.

1)”*Addressing the curse of imbalanced training sets: One-sided selection. Proceedings of the 14th International Conference on Machine Learning, 179-186*”.

# VI Machine learning algorithm to use

For the proposed project the task is to train the machine learning model on the text data, the reviews of various products, and correctly classify the review as positive, negative. In order to achieve this task, there are various algorithms such as Naïve bayes classifier, logistic regression, random forest, LSTM.

From the available algorithms one that finds feasible is the “Long short-term memory”. However, we will trying with random forest algorithm as well to contrast the performance of both algorithm . The naïve bayes algorithm basically predicts on assumptions and doesn’t perform well on large datasets and non linear data and also in the situation of class imbalance the classifier will be more inclined to the majority class and can lead to misclassification. LSTM is a type of recurrent neural network (RNN) that is designed to capture long-term dependencies in sequential data. The basic idea behind LSTM is to allow the network to selectively forget or remember information at each time step, based on the relevance of that information to the current task During training, the LSTM network learns to adjust the parameters of these gates and the cell state to optimize the prediction task. Once trained, the LSTM can take in sequential input data, such as text, and make predictions about each time step, such as sentiment classification. On the other hand random forest also works fine in the case of class imbalance, but the accuracy depends on the dataset we used and output we expect.

So, we will be trying both algorithms in our project and report which ever is more accurate.

# VII.Possible Deliverables

The deliverables for the proposed project will be percentage of accuracy the ratio between true positives plus true negatives and total number of predictions multiplied by 100. A confusion matrix to give a better overview of the true positives, true negatives, false positives, false negatives and the F1 score. The class label for the given input review such as, positive, negative,

# VIII.Team members and work division

Team Members(Group 14): Dinakar Jonnalagadda, [djonnala@mtu.edu](mailto:djonnala@mtu.edu)

Nikhil Nandala Nandala, [snandala@mtu.edu](mailto:snandala@mtu.edu)

### Work Assignment:

Member 1:

### Data Preparation: handling missing values and duplication, feature engineering, and dataset collection and cleaning managing imbalances, tokenization.

### Model Training: setting up the hyperparameters, implementing the Random Forest algorithm with Scikit-Learn and lstm algorithm, and training the model with the training data.

### Model Evaluation: Evaluating the performance of the trained model using evaluation metrics such as accuracy, precision, recall, F1 score, and confusion matrix.

Member 2:

### Data Splitting: To divide the dataset into training and testing sets will ensure that the class distribution is retained in both sets.

### Model Tuning: Fine-tuning the hyperparameters of the Random Forest algorithm using grid search or randomized search to improve the performance of the model.

### Prediction: Making predictions on the test set using the trained and tuned model and computing the evaluation metrics on the predictions.

## IX. Mile stones

### 1)Data Collection

### 2)Preprocessing

### 3)Model training & parameter tuning

### 4) prediction

### 5)Model evaluation

### 6)Model improvement.

### 7)Project submission