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## Task 1: EDA; response is ‘default’

Summarize the response, the relationship between the response and the three explanatory variables, and the relationship between the three explanatory variables.

### Code set-up

Here is a code chunk with suggested summary statistics.

table(default) # 97% did not default

## default  
## No Yes   
## 9667 333

The target variable default has high proportion of not default (97%) and low proportion of default (3%). Here, the proportion of default and non-default are not balance. This could cause the model to be unreliable.

# Numeric variables: balance, income  
# I have coded this table in completion to present desired structure and labeling.  
# Do something similar for the breakdown of balance and of income by default status.  
balance\_s = c(median(balance), mean(balance), sd(balance))  
income\_s = c(median(income), mean(income), sd(income))  
numeric\_table = rbind(balance\_s, income\_s)  
colnames(numeric\_table) = c("Mean", "Median", "Std dev")  
rownames(numeric\_table) = c("Balance", "Income")  
print(numeric\_table)

## Mean Median Std dev  
## Balance 823.637 835.3749 483.715  
## Income 34552.645 33516.9819 13336.640

The mean and median values of balance and income are 823.64 and 3.45526410^{4}. Standard deviation for both continuous variable are quite large suggesting the ranges between each observation are large.

## by default status  
numerics\_default = cbind(  
 paste(signif(tapply(balance, default, mean, na.rm=T), digits=3), "(", signif(tapply(balance, default, sd, na.rm=T), digits=3), ")"),  
 paste(signif(tapply(income, default, mean, na.rm=T), digits=3), "(", signif(tapply(income, default, sd, na.rm=T), digits=3), ")"))  
rownames(numerics\_default) = c("Did not default", "Defaulted")  
colnames(numerics\_default) = c("Balance", "Income")  
print(numerics\_default)

## Balance Income   
## Did not default "804 ( 456 )" "33600 ( 13300 )"  
## Defaulted "1750 ( 341 )" "32100 ( 13800 )"

The mean for balance is higher when there is a “Yes” in default and lower otherwise. This suggest a postive relationship between balance and default. Meaning when balance is higher, default will more likely to be “Yes”. On the other hand, the mean of income is higher when there is a “No” in default and lower otherwise suggesting a negative relationship. If income increases, default will more likely to be “No”.

par(mfrow=c(2,2))  
hist(balance[Default=="No"], xlim=c(0,3000), main="Did not default", xlab="Balance")  
hist(balance[Default=="Yes"], xlim=c(0,3000), xlab="Balance", main="Default")  
hist(income[Default=="No"], xlim=c(0, 70000), xlab="Income", main="Did not default")  
hist(income[Default=="Yes"], xlim=c(0,70000), xlab="Income", main="Default")
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As looking at the histograms of default factors by balance, we can see that the mode of balance smaller when there is default is “No” and higher when default is “Yes”. This suggests that lower balance leads to a “No” in default, and higher balance leads to a “Yes” in default. Looking at the plot of income by default, as default tends to be “No” as income increases and “Yes” as income decreases. This shows that lower income would lead to a “Yes” in default and higher income would lead to a “No”.

# Categorical variable: student  
table(student)

## student  
## No Yes   
## 7056 2944

table(student, default)

## default  
## student No Yes  
## No 6850 206  
## Yes 2817 127

In the contingency table of student and default, we can see that a student would be less likely to have a default. Similarly, a non-student would have more chances of getting a “No” in default. There are more non-student (7056) than student (2944).

# Relationships between explanatory variables  
par(mfrow=c(1,3))  
plot(income, balance, ylab="Balance", xlab="Income")  
boxplot(income~student, ylab="Income", xlab="Student")  
boxplot(balance~student, ylab="Balance", xlab="Student")
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Income and balance scatter plot seems to have an interaction effect. This mean that higher income can have both high balance and low balance. Both variables income and balance seems to have low correlation with each other. Box plots shows students have lower income and higher balance. The mean of income between student vs non-student seems to have a large gap suggesting a high correlation.

# Correlations  
allPairs = rbind(t(combn(2:ncol(Default), 2)), matrix(data = c(2:ncol(Default),2:ncol(Default)), ncol=2))  
allPairs = allPairs[order(allPairs[,1], allPairs[,2]),]  
rhos = apply(X=allPairs, 1, FUN = function(X, Y) cor.test(as.numeric(Y[,X[1]]),as.numeric(Y[,X[2]]), method = "spearman", exact=F)$estimate, Y=Default)  
matP.Both = matrix(nrow = ncol(Default)-1, ncol = ncol(Default)-1)  
#Create matrix to store p values  
matP.Both[allPairs-1] = rhos  
colnames(matP.Both) = names(Default)[2:ncol(Default)]  
rownames(matP.Both) = names(Default)[2:ncol(Default)]  
signif(matP.Both, digits=3)

## student balance income  
## student 1 0.198 -0.753  
## balance NA 1.000 -0.149  
## income NA NA 1.000

Correlation matrix shows there is a strong negative correlation between income and student. This means there might be multicolinearity issues if we have these two variables in the same models.

## Task 2, model comparison

Consider two models:

* Model 1, logistic regression model of default on income and balance
* Model 2, logistic regression model of default on income, balance, and student status.

Perform training/testing evaluation of Models 1 and 2. Suggested measures:

* Confusion matrix
* ROC curve
* Sensitivity and specificity at an “optimal” cutoff from ROC curve

### Code set-up

The following two code chunks provide, first, measures for Model 1 and then second a chunk presenting the desired output. Replicate the first code chunk for Model 2 and then add the appropriate measures into the ROC\_output code chunk for presentation. Make sure all R outputted tables have well-labeled columns and rows, use colnames and rownames functions.

n = dim(Default)[1] # sample size  
  
# Split data into training and testing sets  
p = 0.5  
set.seed(1) # set the random number generator seed  
train = sample(n, p\*n) # random sample percentage out of n; this creates the index list  
fit\_train1 = glm(default~balance+income, family=binomial(link=logit), data=Default, subset = train)  
test\_probs1 = predict.glm(fit\_train1, Default, type="response")[-train]  
  
fit\_train2 = glm(default~balance+income+student,   
 family=binomial(link=logit), data=Default, subset = train)  
test\_probs2 = predict.glm(fit\_train2, Default, type="response")[-train]  
  
# ROC curve  
# Plot function of ISLR  
rocplot=function(pred, truth, ...){  
 predob = prediction (pred, truth)  
 perf = performance (predob , "tpr", "fpr")   
 plot(perf ,...)}  
  
# Statistics off the ROC  
pred1 = prediction(test\_probs1, Default[-train,"default"])  
pred2 = prediction(test\_probs2, Default[-train,"default"])  
# calculating AUC  
auc1 <- performance(pred1,"auc")  
auc2 <- performance(pred2,"auc")  
  
# convert S4 class to vector  
auc1 <- unlist(slot(auc1, "y.values"))  
auc2 <- unlist(slot(auc2, "y.values"))  
  
# Compute optimal cutoff  
opt.cut = function(perf, pred){  
 cut.ind = mapply(FUN=function(x, y, p){  
 d = (x - 0)^2 + (y-1)^2  
 ind = which(d == min(d))  
 c(sensitivity = y[[ind]], specificity = 1-x[[ind]],   
 cutoff = p[[ind]])  
 }, perf@x.values, perf@y.values, pred@cutoffs)  
}  
# Present sensitivity and specificity for that optimal cutoff  
roc.perf1 = performance(pred1, measure="tpr", x.measure="fpr")  
roc.perf2 = performance(pred2, measure="tpr", x.measure="fpr")  
  
# Here is a function and code that will compute sensitivity and specificity at any given cutoff  
se.sp <- function (cutoff, pred){  
 sens <- performance(pred,"sens")  
 spec <- performance(pred,"spec")  
 num.cutoff <- which.min(abs(sens@x.values[[1]] - cutoff))  
 return(list(Cutoff=sens@x.values[[1]][num.cutoff],  
 Sensitivity=sens@y.values[[1]][num.cutoff],  
 Specificity=spec@y.values[[1]][num.cutoff]))  
}  
se.sp(.5, pred1) # Sensitivity and specificity at 0.5 cutoff

## $Cutoff  
## 9762   
## 0.504902   
##   
## $Sensitivity  
## [1] 0.3121019  
##   
## $Specificity  
## [1] 0.9960768

se.sp(.5, pred2)

## $Cutoff  
## 5242   
## 0.490623   
##   
## $Sensitivity  
## [1] 0.2866242  
##   
## $Specificity  
## [1] 0.9960768

# Confusion matrix at 0.5 cutoff  
c = 0.5  
test\_class1 = (test\_probs1 > c)  
table(test\_class1, Default$default[-train], dnn=c("Predicted", "Model 1 Truth")) # cross-classification accuracy

## Model 1 Truth  
## Predicted No Yes  
## FALSE 4824 108  
## TRUE 19 49

paste("Accuracy of Model 1 is", sum(as.numeric(test\_class1) == (as.numeric(Default$default[-train])-1))/(n-n\*p))

## [1] "Accuracy of Model 1 is 0.9746"

## [Confusion matrix code for Model 2 here]  
  
test\_class2 = (test\_probs2 > c)  
table(test\_class2, Default$default[-train], dnn=c("Predicted", "Model 2 Truth")) # cross-classification accuracy

## Model 2 Truth  
## Predicted No Yes  
## FALSE 4825 112  
## TRUE 18 45

paste("Accuracy of Model 2 is", sum(as.numeric(test\_class2) == (as.numeric(Default$default[-train])-1))/(n-n\*p))

## [1] "Accuracy of Model 2 is 0.974"

# ROC curves  
par(mfrow=c(1,2))  
rocplot(test\_probs1, Default[-train,"default"], main="Test Data, Model 1")  
abline(a=0, b=1)  
text(0.8, 0.2, paste("AUC =", signif(auc1, digits=4)), col="blue")  
## [ROC plot code for Model 2 here]  
rocplot(test\_probs2, Default[-train,"default"], main="Test Data, Model 2")  
abline(a=0, b=1)  
text(0.8, 0.2, paste("AUC =", signif(auc2, digits=4)), col="blue")

![](data:image/png;base64,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)

# Sensitivity and specificity at an optimal cutoff  
print("Model 1: Sensitivities and specificities at the optimal cutoff:")

## [1] "Model 1: Sensitivities and specificities at the optimal cutoff:"

signif(opt.cut(roc.perf1, pred1), digits=2)

## [,1]  
## sensitivity 0.890  
## specificity 0.860  
## cutoff 0.035

## [Add code to present this in a table with the analogous values for Model 2]  
print("Model 2: Sensitivities and specificities at the optimal cutoff:")

## [1] "Model 2: Sensitivities and specificities at the optimal cutoff:"

signif(opt.cut(roc.perf2, pred2), digits=2)

## [,1]  
## sensitivity 0.870  
## specificity 0.880  
## cutoff 0.041

## Task 3, K-fold cross-validation evaluation of the two models

Recommend 10-fold cross-validation, as leave-one-out is slow on this size data set.

### Code set-up

This code chunk performs 10-fold cross validation error analysis for model 1. Perform an analogous analysis for Model 2.

# First, 10-fold cv on Model 1 (default on balance and income)  
fit1 = glm(default~balance+income, family=binomial(link=logit), data=Default)  
summary(fit1)

##   
## Call:  
## glm(formula = default ~ balance + income, family = binomial(link = logit),   
## data = Default)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.4725 -0.1444 -0.0574 -0.0211 3.7245   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.154e+01 4.348e-01 -26.545 < 2e-16 \*\*\*  
## balance 5.647e-03 2.274e-04 24.836 < 2e-16 \*\*\*  
## income 2.081e-05 4.985e-06 4.174 2.99e-05 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 2920.6 on 9999 degrees of freedom  
## Residual deviance: 1579.0 on 9997 degrees of freedom  
## AIC: 1585  
##   
## Number of Fisher Scoring iterations: 8

set.seed(17) # set the random number generator seed  
# 10-fold cv, compute misclassification rate  
# Note that this R function also provides a second component with a bias adjustment  
cv.error.10 = cv.glm(Default, fit1, K=10)   
paste("The cv error for Model 1 is", signif(cv.error.10$delta[1], digits=3))

## [1] "The cv error for Model 1 is 0.0215"

# First, 10-fold cv on Model 2 (default on balance and income)  
fit2 = glm(default~balance+income+student, family=binomial(link=logit), data=Default)  
summary(fit2)

##   
## Call:  
## glm(formula = default ~ balance + income + student, family = binomial(link = logit),   
## data = Default)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.4691 -0.1418 -0.0557 -0.0203 3.7383   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.087e+01 4.923e-01 -22.080 < 2e-16 \*\*\*  
## balance 5.737e-03 2.319e-04 24.738 < 2e-16 \*\*\*  
## income 3.033e-06 8.203e-06 0.370 0.71152   
## studentYes -6.468e-01 2.363e-01 -2.738 0.00619 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 2920.6 on 9999 degrees of freedom  
## Residual deviance: 1571.5 on 9996 degrees of freedom  
## AIC: 1579.5  
##   
## Number of Fisher Scoring iterations: 8

set.seed(17) # set the random number generator seed  
# 10-fold cv, compute misclassification rate  
# Note that this R function also provides a second component with a bias adjustment  
cv.error.10 = cv.glm(Default, fit2, K=10)   
paste("The cv error for Model 2 is", signif(cv.error.10$delta[1], digits=3))

## [1] "The cv error for Model 2 is 0.0214"

### Report the following for Tasks 2 and 3:

Write text to compare the two models with respect to ROC curves, corresponding ROC curve statistics (accuracy, sensitivity, and specificity), cross validation error, and regression model fit/inferences. Which model would you choose to predict default status? Why?

Model 1 has an AUC of 0.9419 and model 2 has an AUC of 0.9424 indicating model 2 is a little better. Both models have high amount of AUC meaning the predictions are closed to the empirical values. Sensitivity for model 1 (.89) is higher than model 2 (.87). On the other hand, specificity for model 2 (.88) is better than model model 1 (.86). Meaning model 1 has higher percentage of true defaulters correctly identified and model 2 has higher percentage of non-defaulters correctly identified.

After running cross validation, 2 models have similar cross validation error with 0.001 of differences in error. The differences are not noticible, so both models are similar based on cross validation error.

Model 1 AIC (1585) is slightly higher than model 2 (1579) which made model 2 a better candidate. However, coefficient of income in model 2 is not sigificant. This indicates that income is not needed in the model when balance and student are already in the model.

Therefore, I would choose model 1 to predict default status. Athough model 1 AUC is lower than model 2 and AIC is higher than model 2, the differences are not too high. With two predictors (balance and income) in the model, the predictions can be nearly as good as model 2.

## Task 4: Risk score

Write text to discuss how you would compute a ‘default risk score’ from the model you chose.

Default risk score can be calculated using model 1. We can have a new test set and plug the test set into the predict function with type is “response” to get the proportion of default. Or we can calculate by hand using the coefficient from the summary of regression and plus the new number of income and balance to get the default risk score.