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该书是第一本将混沌理论应用到金融领域的著作，展示了金融市场价格和市场波动率的新视角，解释了主流理论所无法涵盖的市场随机现象，提供了市场动力分析的新技巧。

Edgar Peters是一家著名投资基金Panagora(管理50亿美元资产，大部分为退休金)的研究部负责人，主要涉及领域并非“有效率市场”说，而是“分形几何学”（The fractal Geometry) 和“混沌”理论在资本市场上的应用。

《资本市场的混沌与秩序》是介绍和推广混沌理论在金融领域中的应用的第一本书，并被奉为这方面的经典论著。这次新版在内容上进行了全面的更新，加入了一些新的章节和混沌理论的最新进展进行了论述。这些最新进展都是与当今的创新热点紧密联系的，如模糊逻辑、神经网络和人工智能。第二版全面论述了混沌理论在金融领域的作用。它所利用的都是当今市场的最新例证并对技术的最新进展－包括遗传算法、小波和复杂理论－进行了描述。

本书最大成功: 1、对Mandelbrot的“分形几何学”进行深入浅出的介绍；2、说明了流行的“有效率市场”理论失灵。但是本书并没有展开论述“分型市场假说”。有进一步需求可以阅读“分形市场分析”（Edgar Peters, “fractal Market Analysis”, John Wiley & Sons,1994）。(本书已经下载到E:\资料库\金融专业学习区\金融数学40本) (顺便还下载了 Fractal Market Analysis: Applying Chaos Theory to Investment and Economics)

作者写本书的两个目的: 1、写一个非线性研究的介绍。2、非线性的概念扩展到市场和经济分析。 读者定位为职业投资者和感兴趣的学者，掌握了本科水平统计学。

分形市场假说（Fractal Market Hypothesis，FMH ）作为现代金融理论基石的有效市场假说（EMH）越来越多地被实践证明不符合现实,而建立在非线性动力系统之上的分形市场假说，利用流动性和投资起点很好地解释了有效市场假说无法解释的各种市场现象。通过定性分析和定量分析表明，有效市场假说只是分形市场假说的一种特殊情况，有效市场只是在某个特定时段才可能出现。但由于分形市场假说在数学建模上的困难，有效市场假说仍具有现实的参考和指导意义。

埃德加·E·彼得斯（Edgar E. Peters）（1991，1994）首次提出了分形市场假说(Fractal Market Hypothe—sis，英文简称为FMH)，从非线性的观点出发，提出了更符合实际的资本市场基本假设——分形市场假说，它强调证券市场信息接受程度和投资时间尺度对投资者行为的影响，并认为所有稳定的市场都存在分形结构。

分形市场假说 作用

针对有效市场假说的不足，许多学者提出了各种改进的方法，理论界也出现了多种新的市场假说，在所有这些新的市场假说中，分形市场假说应该算是最成功的一种。首先分形市场假说弥补了有效市场假说的严重不足，特别是它重点分析了市场的流动性和投资期限对投资者行为的影响，其次该假说对市场不作任何统计方面的假设，而是直接对投资行为和价格的变动建立模型，更主要的原因是该模型能很好地拟合我们所观察到的数据。

市场的存在为投资者提供了一个稳定的、高流动性的交易环境，每个投资者都希望获得一个好的价格，但是好的价格并不必是经济学意义上的“公平”价格，买卖双方很少以公平价格进行交易。如果在一个市场中投资者的投资期限均不相同，那么市场就会保持稳定。前面已经提到过，当一个5分钟的交易者面临6次的事件时，一个更长期限的交易商就会跟进以保证市场维持稳定，因为在他看来，5分钟交易者所遭遇的6次事件并非不寻常的事件。只要有另一个投资者比该投资者有更长的投资期限，则市场就会自行稳定起来。基于这一点，所有投资者必须均分相同的风险水平（对投资期限进行标度调整之后）。这种均分的风险就解释了为什么不同的投资期限有相同的收益频率分布。由于有这种自相似的统计结构，所以该理论就称作分形市场假说。

有学者将分形市场假设与有效市场假设相融合，提出适应性市场假说。

分形市场假说的主要论点归纳如下：

1.当市场是由各种投资期限的投资者组成时，市场是稳定的。在一个稳定的市场中，足够的流动性可以保证证券的正常交易；

2.信息集对基本分析和技术分析来讲短期影响比长期影响要大。随着投资期限的增大，更长期的基本面分析更加重要。因此，价格的变化可能只反映了信息对相应投资期限的影响。

3.当某一事件的出现使得基础分析的有效性值得怀疑时，长期投资者或者停止入市操作或者基于短期信息进行买卖。当所有投资期限都缩小为同一种投资水平时，市场就会动荡不定，因为没有长期投资者为短期投资者提供这种流动性来稳定市场。

4.价格是短期技术分析和长期基础分析的综合反应。因此，短期价格变化的波动性更大，或者说“噪声更多”。而市场的潜在趋势反映了基于经济环境变化而变化的预期收益。

5.如果某种证券与经济周期无关，那么它本身就不存在长期趋势。此时，交易行为、市场流动性和短期信息将占主导地位。

与有效市场假说观点不同的是，分形市场假说认为信息的重要性是按照不同投资期限的投资者来判断的。由于不同投资者对信息的判断不同，所以信息的传播不是均匀扩散的。在任一时点，价格并没有反映所有已获得的信息，而只是反映了与投资期限相对应的信息的重要性。

帕累托分布

帕累托分布是以[意大利](http://zh.wikipedia.org/wiki/%E6%84%8F%E5%A4%A7%E5%88%A9" \o "意大利)经济学家[维弗雷多·帕雷托](http://zh.wikipedia.org/wiki/%E5%B8%95%E7%B4%AF%E6%89%98)命名的。帕累托在经济学中有几个非常重要的贡献：帕累托效率（Pareto efficiency），微观经济学分支福利经济学的基础性概念，并演化出帕累托改进等概念；帕累托法则（Pareto principle），俗称 80/20法则，广泛应用于各社会科学研究，并最终概括为帕累托分布。

在帕累托分布中，如果X是一个[随机变量](http://zh.wikipedia.org/wiki/%E9%9A%8F%E6%9C%BA%E5%8F%98%E9%87%8F)， 则X的[概率分布](http://zh.wikipedia.org/wiki/%E6%A6%82%E7%8E%87%E5%88%86%E5%B8%83)如下面的公式所示：

![{\rm P}(X>x)=\left(\frac{x}{x_{\min}}\right)^{-k}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAMEAAAAvBAMAAACoIrNdAAAAMFBMVEX///+2trZ0dHRiYmIiIiIWFhaenp7MzMwEBARQUFCKiopAQEAMDAwwMDDm5uYAAACiQQdXAAAAAXRSTlMAQObYZgAAA81JREFUWAm1l09oVEccx7/7drNv/yRv00O8tGJM6alUghBiiIJYFVTU1GJLVOx6UW+bFkoFEYOiXpeKhwrKO4h6S4h/LrlsafUimLQVikrltfTQKqFpESMVa+c3783Mb957inF35zC/z/c785t5b+btZAK0s5RH2jk6je1MtnuGnN/uGQq/ftDcFEtS0l3+2D0X51K6vL6VmU3r+7U0nenp6SmsOp/W4/W9L1O75qrG3viO4Tehj3TSF8NZveDebW1jvuIYsXgq1lWO15vbNhEodUEB3LXF5Vq8ARzSOVl01F2tOn2NTcJdne+hUtUCpYbhpsj9j6XXGONbLprgIv9Wz/CB1nDRBBd8nexiNx5qhaOBYU6DXMTZ6Y47WBZoq/b5KPq1QmevYUFzM7em7wdAyQeKM8/hvNhstUfiQcJcbZzDfY/6AiOt9RP2hI/iKeAI9fhrBPjUdGUkm5kGRi3FRWmcK6BWBU4AP5BbXkAxIPDGqGalq8qExGNxQ+sM/8qESzNsDyCeHsg8Q7gd3tZu0qbkZw1L8v6OGUw+YSxQzqD+Gn2mttS9E5ti3s5C/EF583EuwhkeI/prNLFRNbpXqyG6706uFC/wiWqIYj4+JWuPbZF4h6696AgfudDQHb0zvuTfsP6hWNgfSVzbSWUtYXw7yVNlt4Iw1n4aOgsUAql6+OoO9JLXL76aMeAb2W4qZ9xwnLbaRs0nXZGmO/hcxrAqnaQYQG7cMGsgLDaofpEo5N6hypRohoCcP+mrUqU0GnK44ukzqL52TJ2hIBYCXh21ftXZ+TgIsThC8QpVbB+y42Skl19sO3yHzm7hloHORtSa3RHBWMek5wP3IqmCM68oGbfYVq2XdJeovb1A9l9SYr12hRH5hZ56VnD80C+9YoZNUW4YHs3cGhMk7n/57c+AVU+3kZ8xv4upFVMrhNMgm5VX/R6+Y/00eg2NqVCqx2x3IWYw+Q9jg9cNplGOXtQq0XJaXihecmT9ntKVWW8zDjF2NLD2lyxgvp/1SeJswjqXcJSRbSiy4yVb2soJbC3U5YSjjFx8z1TDImOlmxL4fVINUKkqai6W6Unt+2Q04MHmBtbZmYZA+z4Ztdk/OJ2weLgpUvh9cl00hHUZXPywLOM9yTXtHIhILp92m4EOn7Kt+yQZ+COQoQUVbYS8T2ZG+37um818KCIdaptbMHY0xPviGiHvkwO4KsYdwgCmWvs/dNlHeJ8cxmlxUxgCRSxt3SsA6rTkM7jJ86UFU/IZWjBccojMnn03lnz/1Ya39uy/IY+SZJe2Ov8DTpTYJ4HOfvgAAAAASUVORK5CYII=)

其中x是任何一个大于xmin的数，xmin是X最小的可能值（正数），k是为正的参数。帕累托分布曲线族是由两个数量参数化的：xmin和k。分布密度则为

![p(x) = \left \{ \begin{matrix} 0, & \mbox{if }x < x_{\min}; \\  \\ {k \; x_{\min}^k \over x^{k+1}}, & \mbox{if }x > x_{\min}. \end{matrix} \right.](data:image/png;base64,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)

帕累托分布属于连续概率分布。 “[齐夫定律](http://zh.wikipedia.org/wiki/%E9%BD%8A%E5%A4%AB%E5%AE%9A%E5%BE%8B)”, 也称为“[zeta 分布](http://zh.wikipedia.org/w/index.php?title=Zeta_%E5%88%86%E5%B8%83&action=edit&redlink=1)”, 也可以被认为是在离散概率分布中的帕累托分布。 一个遵守帕累托分布的[随机变量](http://zh.wikipedia.org/wiki/%E9%9A%8F%E6%9C%BA%E5%8F%98%E9%87%8F)的[期望值](http://zh.wikipedia.org/wiki/%E6%9C%9F%E6%9C%9B%E5%80%BC)为 ![x_{\min} \; k  \over k-1 ](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADQAAAAqBAMAAAAOimUzAAAAMFBMVEX///8EBAQMDAy2traenp5QUFAWFhaKiooiIiLm5uYwMDBAQEBiYmJ0dHTMzMwAAABAVDD/AAAAAXRSTlMAQObYZgAAATVJREFUOBFjYMAG+Po3YBMGi/EX4JSyn4BT6hBOGYZusNTb0zy3MNR85zwTwMB5gaOzHt1k5p9zuRUYeBjYAvjQdfFoXuCcwMDJwO8Ak+mFMTh0ISx/mACDH4zFf6cZzAyDCSBo+wmXgBw+hmyG6cypd9fdXcDcA6Q7QQoOMVzkLGDwf5zKcIDhGMMOhnaGo0B6L0iqm6GMl4Hh9d3ZdycwnGaIYVgLlALRQJDMwHUcRIMAmhREEELilmJOclYz0XjXZpzkomaArGUwsP/jBHR2HZZUPBvmBIxUzKwBk0JPxZxLM2BSmKl4BUwKkophPBANlwKnYmQZuBQkFWOVgqRirFKwVPwOBF6ClcDsgqZivlUgsAZFCpKKsRoIScVYpSCpGEVqGZSHnIohQlH/l6LnUxSdDAC5eXgneOq1ywAAAABJRU5ErkJggg==)(如果 ![ k \leq 1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC0AAAARBAMAAAC7jDh/AAAAMFBMVEX///+enp4wMDAWFhYEBAR0dHRQUFAMDAxiYmLm5ua2traKiopAQEAiIiLMzMwAAAD+4cf7AAAAAXRSTlMAQObYZgAAALVJREFUGBlj4Lt/gAEdzAEJ8G9ACDM2gNhctSBy/QQQCQbcNg+ANKeaLYjXDiLAgLUGqkQXxL0DEWRg4CiD6QSL/+bsSABJTauAKWAAiXP9nMpTAKTZSuHCYHGOygBOkP7JeqjivDB1a2/BJUDm8EfA+I8uwiRA4usnhMO4b6yhLJB4O0MI5wYof5ophAESv8OwmRUqDPRCApipDCStGJi64eIQRtJ/NZgP0WSI4D42BoEEmEoASEglBsS0HRIAAAAASUVORK5CYII=), 期望值为无穷大) 且[随机变量](http://zh.wikipedia.org/wiki/%E9%9A%8F%E6%9C%BA%E5%8F%98%E9%87%8F)的[标准差](http://zh.wikipedia.org/wiki/%E6%A0%87%E5%87%86%E5%B7%AE)为 ![{x_{\min} \over k-1} \sqrt{k \over k-2}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHEAAAAzBAMAAABSwPqEAAAAMFBMVEX///8EBAQMDAy2traenp5QUFAWFhaKiooiIiLm5uYwMDBAQEBiYmJ0dHTMzMwAAABAVDD/AAAAAXRSTlMAQObYZgAAAsRJREFUSA3FlT9oE1Ecx394l+Yuubt0cXAyQwcdhOBwOBQiHQUxuAhqJRALQpebdLQoQqGg2Uqp0SwtIh0ON4fCmSIViXCKgy0dsghVUAMqNWoa7/3u3+/+5ZLJB3nv9/t+P9+7F3jcAxg+soOE0R2eA8ilAYn+aqKTZpxPAxL9rUQnzWj6gPJA95v0iiShoKXzPkGT5bqvp1acQZAWqVNL+SxBlkhtl8qe/qYZUVHI0w0eiO1KEGvA4nIvKLkdPUJcr5Evuoa9GjAHnaDkdjQpnTRFugWLqcMPlxRMt7LXj6QVTpHGKfmuq/Edt7LXW6Qt7N0lnV1mqhHJEa4Ro1x/RzosOxO6qKmzu1924Yyhzn4gf6ZJ2Ba8FTXSA/CHakUCqZpfEDSpYq3kv9LkEtyUA0FQNnc2d0DSM0bOtJLW6vmi7pUANchtk9YrY5M8eb1HhovYpFQKYzG9OnW6NnN/v6ZOzdQ8mx4ETxyp+B/J6ZF2FoYeWcL7sDhSf8ming8j4z/+XRB/Wqmm9UsCEh8qLzrJRCLJ4C8CKJUkd6h+GyCrDSWSzG8lyHSSTNT3/0RsvMAKpnMFRgDuyj07chBOcieYcqTiXp5hYBqEKiO48AdTXLvB9NwC2JdnBNCB6zNCKrI5MJ6wTpoE+/KMAEcBfjNC0NkcGJjke7CFagSYB/jFnIL28GUgB4BJ5TseoVhA+csS5RXzWVwS+k4yBsgcY4lWA1Zik/NOMgYo41fmjmnnvrLxCWvcLaxzBnYOoCBQR+k6zv1X+ADlKRsbKNnJF87l6QCfETAYkNPYzPXkIlvpsJMXVvEFMcA2cBYuFeXJZRqzajv5+BzKUSBrQsayBD1bNUPJdewLr3GJAmq7fdWyJkqwgdv205cHa2yfE3MoRYHjg0H4KPthVuWH20E40MmHgXaMxr/JxwghKlbHTYzI/wN/RP9UzhkWUgAAAABJRU5ErkJggg==)(如果 ![ k \leq 2](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC0AAAARBAMAAAC7jDh/AAAAMFBMVEX///+enp4wMDAWFhYEBAR0dHRQUFAMDAxiYmLm5ua2traKiopAQEAiIiLMzMwAAAD+4cf7AAAAAXRSTlMAQObYZgAAANRJREFUGBlj4Lt/gAENLDubABTh34AQZmwAsrkaGC4DqfUT4OLcNg+AbB6gWAADQztcmLUGrIQlgYFfgYHhDkycowyik/kAA/8FBobfnB0JIKlpFTAFDAzvGxi4fk7lKQCKsJUihBlSJjBwVAZwgvRP1kOIc/1iYOCFqVt7Cy7BLAB0fgSM/+giTEIbyFg/IRzGfWMNYXFsYFgAdH4I5waozDRTMGMrA0MC0PmbWWEaGDgSgEwui462BgYrBqZuuDiYwfL//3+YCagyxPAeG4NAAkwpACWUMav5Cm7kAAAAAElFTkSuQmCC), 标准差不存在)。

帕累托分布的特征：

\* 长尾：帕累托分布包含许多小数值和少量大数值。

\* 无标度：短尾分布集中在一定范围内，通常称为“标度”

作为厚尾的pareto：金融应用

厚尾分布是指和正态分布有相同的均值和标准差时，尾部概率比正态分布大的分布类型。

基于经验的观察，证券收益的分布往往为厚尾而非正态的，所以在金融数据建模中，厚尾分布有很重要的地位，特别是厚尾对应着可能的较大风险。

帕累托分布是厚尾分布的一种。

1963年，曼德布罗特使用帕累托分布描述投机市场收益率的尾分布，1965年法玛用帕累托分布研究过投资组合问题。这之后的很长时间，帕累托分布在主流金融领域默默无闻，直到1990年代后，随着对风险管理的重视，帕累托分布重新登上金融舞台。

**分形市场理论与有效市场理论的比较**

|  |  |  |
| --- | --- | --- |
| **特征** | **有效市场理论** | **分形市场理论** |
| 市场特性 | 线性孤立系统 | 非线性、开放、耗散系统 |
| 均衡状态 | 均衡 | 允许非均衡 |
| 系统复杂性 | 简单系统 | 具有分形、混沌等特性的复杂系统 |
| 反馈机制 | 无反馈 | 正反馈 |
| 对信息的反应 | 线性因果关系 | 非线性因果关系 |
| 收益序列 | 白噪声 不相关 | 分数噪声 长记忆(对于初始值敏感) |
| 价格序列 | 布朗运动(H=0.5) | 分数布朗运动(H∈[0.5,1)) |
| 可预测性 | 不可预测 | 提供了一个预测的新方法 |
| 波动有序性 | 无序 | 有序 |
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## 序言

序2。3，股票价格收益率不符合正态分布，而是“帕累托分布”，特点是“方差”无穷大，这是不连续“分型分布”（fractal distribution）的一种表现。 【问题】：为什么是“方差”无穷大？

序2.5，Black-Scholes公式以正态分布为基础，因为该公式涉及Wiener过程，Wiener过程的定义可涉及正态分布。

序2.5，“长期资本”风险投资策略仍以“线性”和“连续”的资产价格模型为出发点。核心策略是“收敛交易”（convergence trading）,不关心价格升或者跌，只看价格向“常态”收敛。

序3，“长期资本”失败的关键在于投资模型中没有对不连续的突发事件的考虑。这正是正态分布与分形分布的基本不同。“分形分布”关注“少量的大变化”，正态分布关注“大量的小变化”。

序4，重标极差分析法， rescaled range analysis, R/S分析法

## 第一篇 新的范式

第一章引言：生活可以如此复杂

P6，（资本市场）非线性动力系统的特征：1、是反馈系统。t-1 影响t；2、存在临界水平，在临界水平有若干均衡状态存在；3、系统是一个分形，存在自相似性。只有当系统远离均衡的时候，才会出现这种复杂性。4、有对于初始条件的敏感依赖性。【问题】为什么说“只有当系统远离均衡的时候，才会出现这种复杂性“

P7, 基于非线性动力系统的特征，预期：1、长期相关性和趋势（基于特征1）；2、某些条件下和某些时点的无规（临界水平）市场（特征2）；3、收益率时间序列在更小时间增量上看上去相同并有类似统计学特征（特征3）；4、有对于初始条件的敏感依赖性。

### 第二章 随机游动与有效市场

P9,EMH（有效市场假说） 基本功能是在使用分析资本市场时使用概率微积分得以正当化。SML市场线。【问题】

P9.1,如果市场是非线性动力系统，特别是随机游走模型，使用标准统计分析就会得出错误结果。

P9.3,EMH（有效市场假说）的随机游走版本：足够多的独立价格变化合到一起，在极限点，概率分布就变成了正态分布。有效市场中，新信息才能变动价格。

P9,不是所有EMH版本要求独立性假设，但统计检验技术却要求独立性假设，同时要求内在的有限方差性质。

P12, 【问题】为什么经济如果是零增长，市场将下降1%？

### 第三章 线性范式的失灵

P24，自回归条件异方差（ARCH）表明，高易变性水平后面跟随的是更高的易变性；低\*\*后面是更低\*\*\*。推衍：标准差不是一个标准度量，至少不适用于短期。

## 第四章 市场与混沌：偶然性与必然性

## 第二篇 资本市场的分形结构

### 第五章 分形简介

分形形状

随机分形

混沌游戏

P41.3,分形是一个生成规则的吸引子，而信息这是随机生成的。较小部分与整体相关，在这个意义上是自相似的。它有一个分形维。

P41.4,分形的类型：确定的和随机的。确定分形一般是对称的；随机的不一定具有看上去像整体的部分。【问题】为什么看上去不像整体？

### 第六章 分形维

小结

P43.5，分形物体的特征，置入更高分形维的嵌入维，保留原来的维数。随机分布（白噪声）没有这一特征。

### 第七章 分形时间序列――有偏随机游动

赫斯特指数

赫斯特的模拟技术

赫斯特指数（H）的分形性质

估计赫斯特指数

赫斯特的经验法则

分形维与赫斯特指数（H）

赫斯特指数（H）估计量在多大程度上有效

太阳黑子周的R/S分析

小结

P47.2，大多数人会等着确认，并且不等到趋势已经十分明显就不做出反应。

P49.5 c相关性度量

P51, 如果H=0.7，那么基本可以说，要是上一个移动式正的，下一个移动也是正的概率更高。这不是一种真正的概率，它仅仅是“偏倚”的一个度量。

P54.4,相关性度量与高斯随机变量的自相关函数无关，这点很重要。

P54.3,【问题】：回归应该用H收敛到0.50之前的数据进行。【答案】“周期的公约数”使得H趋向0.5.

P57.4， 在数据太少不能做回归时，Hurst经验法则可以作为一个合理的估计。【这是否我们该做改编】

P59.3，如果时间序列中有一个长期记忆分量。问题：记忆分量是否可以判断H的影响时间长度。

P59.4段， H的反常值并不意味一个长期记忆效应在起作用。【问题】：怎么理解。【答案】我们没有足够数据做有效检验。数据量没达到一定水平时，数据可能会有反常值。

P59.7 如果有长期记忆效应，那么，数据的次序就会是重要的。

P61.6,H=0.5，所有记忆长度的痕迹都被打乱过程破坏了。

### 第八章 资本市场的R/S分析

方法

股票市场

债券市场

通货

经济指数

含意

P65.2, 在任何非线性系统中都有那么一个点，到了这一点对于初始条件的记忆就会丢失。这一丢失点对应于系统的自然周期的终点。【问题】我的理解对不对？H值从0.7，发展到0.6，到0.5就是丢失点。【答案】0.5开始就是随机的。

P65.2,记忆的长度依赖于产生分形时间序列的非线性动力学系统的构成。【问题】不理解。【答案】不同的行业和组合，计算机行业，传统行业的记忆长度不同。

P66.3 混沌理论建议，10个循环的数据就足够了。

P67 求时间频率的思路。做一个窗口期例如3,3.5,4年，求H=0.78的峰值

P68.1,为什么要打乱检验？

P70.1,创新水平高的，有高H值和短循环长度；公用事业，有低H值和长循环长度。【问题】建议平台成熟后，建议以后加一页分行业的HR分布，以及周期。

P71.1,【问题】为什么说“高H值股票的突然变化风险越高”？【国忠】录音。

P81,6，非周期性循环是非线性动力学系统的特征。它也是一个统计学循环，而不是技术分析者感兴趣的“价格”循环。【纪要问题】为什么这么说？说的是什么？26:00

### 第九章 分形统计学

帕雷托（分形）分布

“输掉的”经济学

稳定性检验

加法不变性

易变性有多么稳定

小结

P84.1正态是分型分布的一个特例。

P85 帕累托分布.α度量尖峰程度和肥尾程度，α取值范围[0-2]，当取值2时属于正态分布。如果α≠2，样本方差度量离散度或风险度没有意义。【补充】帕累托法则（Pareto principle），俗称 80/20法则。【问题】α是否就是我们要找的时间频率调整的关键指标？【问题】H=0.78也是一个选择，哪个更优？国忠认为是H。28:25

P85 帕累托分布的概率分布特征函数：

特征参数：αβδЖ。δ是均值的位置参数；Ж是可以调整的标度参数，比如日数据与周数据的差别。α度量尖峰程度和肥尾程度，取值[0,2]；β是偏斜度的度量，取值范围[-1,1]，1是右肥尾，-1是左肥尾。正态分布的特征函数是α=2，β=0，δ=1，Ж=1

**P86,1<α<2,方差变成无定义或无限的。只有2方差才是有意义的。【衍生】用2个标准差来看数据的分布状况，如果在分形状态，就是没意义的。33:26**

【问题】双融日报的额原始数据是属于帕累托分布，但是做出了的HR结果，属于怎样的分布呢？正态分布还是？

P86概率空间的分形维 α=1/H。 P58 时间轨迹的分形维 D=2-H，H是赫斯特指数。D度量的是时间序列的参差不齐性；α度量的是概率密度函数尾部的肥胖性。【问题】概率空间的分形维 α=1/H，那么H越大，概率越小。所以需要取中间值为佳，0.7是否就是这么来的？那么，到底是0.7还是0.78.

分形维为填充空间的复杂度

P88，如何寻找H的最佳时间频率？36:00

如果要求Hurst在不同时间频率上的缩放，并且检验，就是寻找最高分辨率的长时间序列。就是追求股票市场服从典型的帕累托分布，也就是H值为0.78.【纪要问题】建议适当增加7天的不同时间频率数据量。【纪要问题】0.78的均值如何获得？全市场有2800个H值，是数学平均还是加权平均？如何加权？改变时间频率。

P88 稳定性检验。S&P500的每日数据，60年，用以检验稳定性。此外，检验不同时间频率上H的缩放。P90 做了标度调整后，加到一起也该保持其统计特征。【纪要问题】P90，表9-1，是不是用10年来测算HR的稳定性，在此基础上，才可以对短期做测算？

P88，每一个10年的HR在0.57到0.62之间变化。

P91,1,10天收益率的H值会与每日收益率相同。【问题】是不是说，如果今日收益率的H值是0.78,那么10天的也将会是0.78.这样就解答了【P88的纪要问题】

P91,图9-4，实际方差大于理论方差。

P92,图9-5，不断增加每个H的周期，比如，求7天变长到求20天，稳定到0.8.【纪要问题】如果再发展，不是0-100天，而是延伸求到1000天（10年），是不是H稳定值从0.80又调到0.50呢？【P90，表9-1】如果是的话，就是悖论了。

P92,2，时间不重要，而观测的数目很重要。【问题纪要国忠】可以在天数周期不变的情况下，增加每日采集的数据量。

P93，4，如果数据中有较多的噪音，或者有较多的“均值回复”行为，H值就会比较低。也就是说，股价每日变动比更长时间期间的变动更容易回复。【纪要问题】是否能够采用10分法计算不同阶段，“均值回复”的时间主要聚类在哪里？是否有规律。

P94,hurst依赖性在今天发生的事情永远改变未来且不可撤销。约瑟效应永远持续，一个循环后度量不到，且初始条件被遗忘。马尔可夫依赖性衰减速度很快且可能来自噪音。

P94,4我们永远不应该。。。我们需要更长时间的序列。

P94,5，我们可以用4年循环和在30天增量上的噪声减少来帮助非线性动力学分析。【纪要问题】这属于优化问题，窗口期和步长的最佳选择。

P95,2,分形时间序列是以长期记忆过程为特征的，他们具有循环和趋势，并且是非线性动力学系统或确定性混沌的结果。

### 第十章 分形和混沌

洛吉斯蒂克方程（logistic equation）

通向混沌之路

出生与死亡

遵循有序速率的无序

洛吉斯蒂克方程的分形性质

小结

## 第三篇 非线性动力学

### 第十一章 非线性动力学简介

动力学系统释义

相空间（Phase Space）

埃农映射

洛吉斯蒂克延滞方程（The Logistic Delay Equation）

控制参数

李雅普诺夫指数（The lyapunov exponent）

P108,使用非线性动力学系统的数据，称为混沌理论。99年附近开始应用在经济学和投资分析，研究历史短于分性分析。

P108， （混沌理论）长期预报是不可能的。【问题】可否用30天的H，来预测下一个30天，达到长期预报的目的？【纪要答案】也许是可能的。

P110，混沌动力学特征：对于初始条件的敏感依赖，临界水平和分形维。

P110，（混沌动力学）初始条件的很小差异，很小的误差导致最终结果极大不同，称为“对于初始条件的敏感依赖”，并且已变成动力学系统的重要特征。一个动力学系统是内在的不可做长期预测的。追溯原因，反馈系统像复利，初始值差别按高于1的幂增长。【问题】不可预测是2个原因，是哪2个？

P110，（混沌动力学）复杂系统的另一个特征涉及到临界水平的概念。某些信息积累过程中并不表现在股票上，超过临界水平的重量累积的承受极限。是非线性反应，最后增加的一点和崩溃没有直接关系。

P110，标绘在相空间内，同一时刻一个变量相对另一个变量的图，叫相图。相空间维数依赖于系统中的变量数。

P111-P112,每个相空间有自己的“吸引子”类型。非线性系统的三个基本类型：点吸引子、极限吸引子、混沌吸引子（奇异吸引子）。点吸引子，原点是系统的均衡状态；极限吸引子，是一个规则周期性围绕均衡点变动的系统；混沌吸引子（奇异吸引子），同样大小时间间隔上给与随机大小的推动。

P112，混沌吸引子（奇异吸引子），同样大小时间间隔上给与随机大小的推动。钟摆的位置和速度每次都会不同。从峰值到峰值的循环是一个轨道。相图为形状不同，非周期性的轨道组成，显得随机和混沌。【奇异吸引子是反映混沌系统运动特征的产物，也是一种混沌系统中无序稳态的运动形态。目前奇异吸引子仅仅是一个抽象数学概念，还没有发展出完善的理论模型。科学家对于奇异吸引子的研究才刚刚起步，而研究奇异吸引子有助于科学家了解混沌系统中存在形态的规律问题。】

P114，埃农映射，属于时间序列，序列中是无规则运动，但相空间有规则。像大多数混沌吸引子一样，这个映射是分形。P117,4，该映射“等待证明”。【问题】要怎么证明这个映射？【问题】P114,2,a=+1.40，但是P115，-1.4。到底是正还是负？

P116，图11-4，怎么看的？

P117，洛吉斯蒂克延滞方程（logistic delay equation），表现出霍普夫分岔(hopf bifurcation)的行为，一个从点吸引子到极限环的变化。L延滞方程x受前两个值影响；L方程x受（x-t）影响。

P119，李雅普诺夫指数（The lyapunov exponent），是系统对初始条件的依赖的敏感性的数字度量，相空间中临近轨道发散速度，每个维度都有一个，正数发散而负数收缩。模型预测准确性依赖于输入的质量。【注意】先求每个股市的维度，2.5维需要3个变量。

【附加】在系统存在外部干扰并有界时, 利用李亚普诺夫方法证明了系统的稳定性.

P120，4,埃农吸引子具有等于每次迭代（0.42，-1.6）的lyapunov指数，意味每次迭代，损失0.42比特的预测能力。如果我们可以达到2比特准确度，2/0.42 天后失去全部预测能力。比特用来度量熵，进入系统的信息比特越多，系统的熵，或不确定性越高。【问题】埃农吸引子具有等于每次迭代（0.42，-1.6）的lyapunov指数，其中0.42比特的预测能力，那么-1.6是什么？什么叫“2比特准确度”？见P120,6,log2，而不是log e。

P121,最大lyapunov指数表示未来时间区间的预报可靠性。

### 第十二章 时间序列的动力学分析

重构相空间

分形维（The Fractal Dimension）

李雅普诺夫指数

P122,4，系统的相空间是所有度量的起点，要构造真正的相空间，我们需要知道系统的有关的所有变量。

P122，5，B是延滞一个期间的 A，C是延滞二个期间的A。就是说A是t，B是t+1，C是t+2。

P123，非线性动力学系统是相互依赖的联立系统，每个变量的当下值是过去值的变换。

P124,延滞时间是平均轨道周期和嵌入维的比。该比率保证了轨道周期在更高维数中不变。mt=Q m嵌入维，t延滞时间，Q平均轨道周期。P67，用R/S分析测算循环长度。长期记忆过程对于不到48个月的N起作用。过了这一点图形遵循H=0.5的随机游走。【问题】到底循环长度的意味是什么？如果它是统计的周期长度，那么特点是什么？P142，用试行错误法来计算周期。

【问题】平均轨道周期是什么？“该比率保证了轨道周期在更高维数中不变”什么意思？【答案】意思就是放多少个变量。

【思考】美国股市平均轨道周期是4年，意味研究需要10个轨道周期。【熊市市场平稳，波动率小，周期变长。那么，是不是当波动率减少到一定水平，轨道周期因此而变长，测算数据量需求过大。这时候变量的数量是变多，还是变少？维度增加还是减少？如果维度变大，变量变多，将加剧计算难度。

【资料】相空间重构延迟时间与嵌入维数的选择

相空间重构概念最早出现在统计学领域中 ,后被 Packard,Ruell,Takens等先后引入动力学体系中 [1,2 ] .相空间重构可把具有混沌特性的时间序列重建为一种低阶非线性动力学系统 ,它是非线性时间序列分析的重要步骤 ,重构的质量直接影响到模型的建立和预测 .为了重构一个合适的相空间 ,必须选择一个合适的延迟时间 τd 和嵌入维数 m.人们从不同的角度出发 ,已经提出了很多种选择延迟时间的方法[3 ] .Martinerie,Kugiumtzis等均指出 m与 τd 的选取存在较强的关联 [4,5] ,并提出最佳的嵌入窗长是相对稳定的 (但这一结果仍未得到证实 ) .因此 ,有人建议不应该孤立地选择一个不变的τd,而应该考虑到 m的影响 ,而且嵌入窗长对于一个给定的时间序列来说 ,应该是一个不变的常值 [6] .作者讨论了相空间重构中延迟时间和嵌入维数对重构吸引子的影响 ,重新推导了 m与 τd 之间的关系

P125,相空间的分形维和时间序列的分形维。时间序列分形维=[1,2]，是一个变量；相空间的分形维依赖所研究系统的复杂性，每个维数一个变量推算出动力模型。

P125,5，高于分形维的下一个整数告诉我们为了给系统的动力学建立模型，我们说需要的动态变量的最小数目。

P125，5，分形维（D）=,R = 直径。还有一种算法，是使用相关积分Cm(R)的对于分形维的近似。【问题】可否用这个来确定不同直径度量的分形维，可以看成是波恩理论的不同的波，或者是不同的周期？

P126 怎么用相关积分计算分形维。【问题】看不懂

P127,4，当只有一个动态变量已知时，格拉斯贝格尔和普罗卡恰（1983）使用相关积分法估计分形维提供可靠简单方法，数据密集型，需要相当的计算时间，但结果可靠。

P127，运动方程未知，所以不能用实验数据计算Lyapunov指数全谱。【沃尔夫算法解决了这个问题。】P128，图12-3怎么看？

P127，lyapunov指数L1大于零表明对初始条件的敏感依赖的存在。度量了重构的相空间邻近点的发散，标志了发散速度在固定时间间隔的缩放。【问题】可否认为发散速度就是波恩理论中一个周期波的极限。既然标准差在分形中是无效的。

P128， 【沃尔夫算法】进化长度不应大于相空间中吸引子长度的10%。最大长度不应大于[时间序列最大值与最小值]之差的10%。需要的数据点是10的[变量数]次方，轨道周期10的[变量数-1]个。

### 第十三章 资本市场的动力学分析

消除数据的趋势

分形维

李雅普诺夫指数

含意

打乱检验

这意味着什么

P130，2，使用收益率做数量分析。价格不适合于线性回归，因为他们是序列相关的。

P131,5-6之间的分形维隐含6个变量的动力学系统，至少需要10的6次方个数据。

P131,3,对经济增长消除价格的趋势，关注价格运动，而不是通货膨胀性增长。消除趋势的公式： Si = log e (P i)-(ai+常数)。应该是13.2公式。

P134,1，用对数线性消除趋势。再重构相空间。

P133，【问题】图13-1b看不懂。什么是相图。

P135，美、英、德分形维在2-3之间，日报大于3，日本比其他国家复杂。【问题】为什么日本大约其他。这个复杂性指的是什么？和趋势度有关系吗？

P140，标准统计学中，数据点越多越好，因为观测被假定是独立的。非线性动力学系统的特征是产期记忆过程，需要的是更多的时间，而不是更多数据。所以，采集10个循环。

P137,2，

P140，每日收益率的赫斯特指数是0.60，对于30天以上稳定在0.80

【国忠的理解，不知道对不对】1首先看P90表9-1，在周期为1000天或者说4年，可以看出不同时间段内的HR是不同的，但是他们的平均值大约是0.60。当周期增加30，也就是周期达到1030的时候，HR会变大，最终停留在0.8不增加。这一特性在P92，表9-5可以看出来

【汪淼问题】周期增加30，说的是30日平均吗？【国忠】不是，是1030。

【汪淼】P140上写的很清楚“。。。随着增加时间增量。。。。，并且对于30天或更长时间的收益率。。。。”，看来，是文章的翻译问题。需要对比英文原版。

P140，1,每日数据噪声比每月数据大得多，因为具有低赫斯特指数。

P142，,1，决定分辨率，需要足够的数据点发现好的替代点，取得平衡。一般通过试错法获得。【问题】一个等于3的分形维需要一个16个月的延滞时间。

P146，3，循环长度的非周期性很重要，它是平均循环长度，也是一个统计循环，度量信息如何冲击市场，以及事件的记忆如何影响市场未来的行为。

P150,1,混沌系统的特征：分形维的存在和对于初始条件的敏感依赖的证据。

P150,4, 我自己确信，相空间中的拉伸是市场情绪或技术因素引起的。把价格带回到吸引子的折叠则是价值估计或基本因素导致的。

P150，预期（或情绪）是市场背后的“热量”，价值规定了吸引子的界限，流动性是市场存在的原因。

P150，市场是一个复杂的并且进化的动力学系统，类似于一个生态系统。如果任何一个因素的集合可以确定市场，投资者就可以像寄生虫侵入有机体，通过聚敛财富摧毁市场，所以，市场就像西尔平斯基三角形，局部随机而全局确定。

## 第四篇 与复杂共存

### 第十四章 协同市场假说

瓦加的非线性统计模型

协同系统

社会模仿理论

协同市场假说

控制参数

瓦加的实施方法

对于协同市场假说的批评

P154,瓦加的协同市场假说（CMH, Coherent Market Hypothesis）是个非线性统计模型，涉及分形假说。基本假设：市场概率分布的影响因素有二，1、基本的或经济的环境；2、市场存在情绪偏倚量或“集体思维”的水平。出现的相过渡是概率密度函数的形状变化。一共四个相：随机游动、过渡市场、混沌市场、协同市场。

P156,协同市场假说。【问题】P157的图怎么看？中性基本状况是怎么判断的？临界水平？

### 第十五章 分数真理：模糊逻辑和行为金融学

模糊逻辑

行为心理学

易得性启发法的偏差

代表性启发法的偏差

锚系和调整启发法的偏差

一个模糊――行为――分形假说

### 第十六章 应用混沌学和非线性方法

IBS资本管理公司

预测公司

TIB合伙公司

PANAGORA资产管理公司

小结

### 第十七章 展望未来：走向一个更普遍的方法

简化假定

时间的流逝

相互依赖性和独立性

再论均衡

其他可能性

小结

2016-04-22 资料清单

混沌时间序列预测理论与方法（韩敏）

[MATLAB] 混沌时间序列分析与预测工具箱 Version2.9

chaotic time series analysis and prediction matlab toolbox - trial version 2.9

%------------------------------------------------------------------------------

1、该工具箱包括了混沌时间序列分析与预测的常用方法,有:

(1)产生混沌时间序列(chaotic time series)

Logistic映射 - \ChaosAttractors\Main\_Logistic.m

Henon映射 - \ChaosAttractors\Main\_Henon.m

Lorenz吸引子 - \ChaosAttractors\Main\_Lorenz.m

Duffing吸引子 - \ChaosAttractors\Main\_Duffing.m

Duffing2吸引子 - \ChaosAttractors\Main\_Duffing2.m

Rossler吸引子 - \ChaosAttractors\Main\_Rossler.m

Chens吸引子 - \ChaosAttractors\Main\_Chens.m

Ikeda吸引子 - \ChaosAttractors\Main\_Ikeda.m

MackeyGLass序列 - \ChaosAttractors\Main\_MackeyGLass.m

Quadratic序列 - \ChaosAttractors\Main\_Quadratic.m

(2)求时延(delay time)

自相关法 - \DelayTime\_Others\Main\_AutoCorrelation.m

平均位移法 - \DelayTime\_Others\Main\_AverageDisplacement.m

(去偏)复自相关法 - \DelayTime\_Others\Main\_ComplexAutoCorrelation.m

互信息法 - \DelayTime\_MutualInformation\Main\_Mutual\_Information.m

(3)求嵌入维(embedding dimension)

假近邻法 - \EmbeddingDimension\_FNN\Main\_FNN.m

Cao方法 - \EmbeddingDimension\_Cao\Main\_EmbeddingDimension\_Cao.m

(4)同时求时延与嵌入窗(delay time & embedding window)

CC方法 - \C-C Method\Main\_CC\_Method\_Luzhenbo.m

改进的CC方法 - \C-C Method Improved\Main\_CC\_Method\_Improved.m

(5)求关联维(correlation dimension)

GP算法 - \CorrelationDimension\_GP\Main\_CorrelationDimension\_GP.m

(6)求K熵(Kolmogorov Entropy)

GP算法 - \KolmogorovEntropy\_GP\Main\_KolmogorovEntropy\_GP.m

STB算法 - \KolmogorovEntropy\_STB\Main\_KolmogorovEntropy\_STB.m

(7)求最大Lyapunov指数(largest Lyapunov exponent)

小数据量法 - \LargestLyapunov\_Rosenstein\Main\_LargestLyapunov\_Rosenstein1.m

             \LargestLyapunov\_Rosenstein\Main\_LargestLyapunov\_Rosenstein2.m

      \LargestLyapunov\_Rosenstein\Main\_LargestLyapunov\_Rosenstein3.m

(8)求Lyapunov指数谱(Lyapunov exponent spectrum)

BBA算法 - \LyapunovSpectrum\_BBA\Main\_LyapunovSpectrum\_BBA1.m

   \LyapunovSpectrum\_BBA\Main\_LyapunovSpectrum\_BBA2.m

(9)求二进制图形的盒子维(box dimension)和广义维(genealized dimension)

覆盖法 - \BoxDimension\_2D\Main\_BoxDimension\_2D.m

       - \GeneralizedDimension\_2D\Main\_GeneralizedDimension\_2D.m

(10)求时间序列的盒子维(box dimension)和广义维(genealized dimension)

覆盖法 - \BoxDimension\_TS\Main\_BoxDimension\_TS.m

       - \GeneralizedDimension\_TS\Main\_GeneralizedDimension\_TS.m

(11)混沌时间序列预测(chaotic time series prediction)

RBF神经网络一步预测 - \Prediction\_RBF\Main\_RBF.m

RBF神经网络多步预测 - \Prediction\_RBF\Main\_RBF\_MultiStepPred.m

Volterra级数一步预测 - \Prediction\_Volterra\Main\_Volterra.m

Volterra级数多步预测 - \Prediction\_Volterra\Main\_Volterra\_MultiStepPred.m

(12)产生替代数据(Surrogate Data)

随机相位法 - \SurrogateData\Main\_SurrogateData.m