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| 과목명 | 강화학습 (10-3) |
| 이름 | 이덕수 |
| 학번 | 20161600 |

이름과 학번을 적고, 답변을 적어주세요.

실습: 10주차 수업 내용을 자유롭게 요약하세요(A4 1 page 분량, 넘어도 상관없음)

- GPT-1 이해하기

자연어 처리에는 학습 데이터가 필요 이때 학습 데이터는 2가지 학습 데이터가 필요함

1. 정답이 정해진 문제 (지도 학습에 사용)
2. 정답이 정해지지 않은 문제(비지도 학습에 사용)

**가령 감정 분석을 예를 들면**

감정분석을 하기 위해선 단어 사전에 기반한 긍정어 부정어 데이터 필요(지도학습)

데이터가 없다면 학습을 위해 데이터를 수집하고 라벨링 해야함

**가령 워드투 벡터를 예를 들면**

빈칸 앞뒤에 함께 등장하는 단어의 빈도를 알아볼 때 사람이 정답 데이터를 반드시 입력할 필요 없음(비지도 학습)

GPT-1은 여건이 된다면 사람이 라벨링 하는 것이 베스트 하지만 일일히 하기엔 너무 많은 작업량 = 단기간에 많은 데이터 생성 어려움

만약 라벨링을 하지 않으면 많은 데이터를 활용할수 있으나 정교함이 떨어짐

그러나 위의 두가지 과정을 함께 한다면 ? == 이것이 GPT-1

1. 매우 많은 데이터를 비지도 학습으로 학습 시켜 언어 모델 생성
2. 수행하는 작업에 맞게 라벨링을 한 데이터를 활용하여 지도학습 으로 추가 학습을 시킴(파인 튜닝)

GPT-1 > 파인튜닝 > 기존 모델에 다른 작업에 대한 추가 데이터를 활용 추가 훈련 으로 모델을 학습, 입력값 으로 제공하는 수준을 넘어 모델 가중치 자체를 매번 업데이트 해야함

GPT-2 > 제로샷 러닝 > 입력값으로 주어진 예시가 없고 해야하는 작업의 명세 만으로 다른 작업에 기존 모델을 재활용 하는 방법

GPT-3 > 퓨삿 러닝 > 기존 모델에 입력값 몇 개를 예시로 해서 작업을 수행하도록 학습

> 원샷 러닝 > 기존 모델에 하나의 입력값을 예시로 해서 다른 작업을 수행하도록 시키는 방법

GPT-2 는 세상에 공개 되지 못함 ??? 너무 무서운 기술이라 악용될 위험이 있어서 !!

또한 모델의 평가물을 사람이 직접 피드백 하여 성능을 향상시킴

이때 강화학습 이기에 보상이나 패널티를 정해야 하나 GPT-2 에서는 보상 및 패널티를 정하기 매우 어려움 그렇기에 = 사람이 직접 피드백 하여 평가 = 결과적 으로 더 우수한 언어 생성 모델 학습 가능!