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이름과 학번을 적고, 답변을 적어주세요.

실습: 수업 내용을 자유롭게 요약하세요(A4 1 page 분량, 넘어도 상관없음)

- Open AI 는 GPT-3 를 공개함 GPT-2 와 비교하여 크게 달라지진 않았으나 모델의 규모가 상상이상으로 커지게됨 이러한 규모의 모델을 훈련시키기 위하여 더욱 고성능의 장비가 필요해졌으며 대표적으로 NVIDIA 의 Tesla V100 그래픽 카드를 사용하였음 이정도 규모의 훈련은 딱 1번만 진행하여도 140억원 정도가 들것이라고 보도 되었음(상당한 규모의 금액이 필요한 학문)

그러나 크고 복잡한 모델일수록 오버피팅 문제가 발생할 확률이 높은데 여기서 오버피팅 이란 모델을 만들 때 학습 데이터를 늘렸는데도 오히려 성능이 떨어지는 케이스가 있는데 이를 오버피팅 이라고 함 여기서 오버 피팅이란

예시로 기출문제집을 풀었으나 막상 기출문제집과 다른 유형의 문제가 나오면 문제를 맞출 확률은 낮아지게됨 보통 모델을 만들떄 오버피팅이 일어나면 정확도만 훈련은 중단하고 새로운 데이터를 넣어 경우의수를 늘려줌과 동시에 일반 상황에서 모델이 대응할수 있는지를 확인함

그리하여 지금 까지 AI 모델은 특정 과업만을 수행하기 위한 목적으로 만들었으나 이러한 일을 대체로 잘해내는 경향이었으나 어떤 일을 해야하는지 사람이 직접 지정해주어야 했었음

하지만 맥락 정보 학습에서는 AI가 주어진 질문과 약간의 정보만으로 어떤일을 해야할지 스스로 판단하기 시작함 이로써 혹자는 GPT-3를

범용 인공지능(강인공지능)에 가까워졌다고 말하기도 함 물론 성능도 중요하지만 더 이상 사용목적을 변경하려고 추가적인 데이터세트 나 훈련 과정을 거치지 않아도 모델을 그즉시 바로 사용할수 있기 때문임

결론적으로 GPT-3 는 처음 보여주는 문제를 해결할수 있고

특별히 훈련하지 않아도 시행착오를 어느 정도 겪으면 문제를 해결함

또한 입력과 출력의 방식이 자유롭기에 이는 범용 인공지능으로 불리고 있음