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이름과 학번을 적고, 답변을 적어주세요.

실습: 3주차 수업 내용을 자유롭게 요약하세요(A4 1 page 분량, 넘어도 상관없음)

- MDP(마르코프 결정과정) > 모든 상태에서의 모든 보상 과 상태전이확률 이 정해져 있음 이 값을 이용하여 가치 함수(가치의 기댓값) 을 구할수 있음 즉 이를 이용하여 최적의 솔루션을 구할수 있음 (모델에 대한 완전한 지식이 필요함)

만약 이러한 과정과 보상값 가치값을 모를경우 MDP를 제대로 적용하기 어려움

이를 대체하는 방법이 모델 프리 강화 학습 이라는 방법임.

완전 탐색을 적용할수 없는경우 (MDP 적용 불가) 라는 경우시

모델 프리 강화 학습 을 사용하는데 대표적으로 : 몬테카를로 학습 ,

시간차 학습 등이 있음 이 방법들은 경험을 누적하는 형태로 정책을 만들어 가며

이를 휴리스틱 알고리즘 이라고 명명함.

모델 프리 강화 학습은 모델에 대한 완전한 지식이 필요하지 않음

몬테카를로 학습은 줄여서 MC학습이라 부름 모델에 대한 완전한 지식이 필요하지 않고 완전한 가치 함수를 구할 수 없기에 가치 함수의 추정치 를 구하는 방식으로 문제 해결에 접근 (최적의 행동이 무엇인지 모르는 상태에서 일단 행동을 취하여 얻은 경험으로 정책을 수정하면서 배움)

이로인한 장점 과 단점으로 비결정적 이고 환경의 모델을 파악할 수 없는 강화 학습 문제를 근사하게 풀 수 있음

하나의 에피소드가 비교적 짧은 단계로 마무리 되는 환경에 적용이 잘됨

하지만 MC학습은 에피소드가 무한히 지속되면 경험을 기반으로 정책을 수정하기에 학습이 느려지는 점과 경험을 바탕으로 더욱 나은 정책을 수립하게 된다면

이에 비례하여 에피소드는 더욱 길어지기에 학습 속도는 점점 더 느려지는 문제가 발생하게 됨.