安全多方计算与联邦学习技术、应用与监管框架

安全多方计算的数学描述为，“ 有n个参与者P1,P2，…Pn，要以一种安全的方式共同计算一个函数，这里的安全是指输出结果的正确性和输入信息、输出信息的保密性。具体地讲，每个参与者P1，有一个自己的保密输入信息X1，n个参与者要共同计算一个函数f(X1,X2, … ,Xn)=(Y1,Y2, … ,Yn),计算结束时，每个参与者Pi只能了解Yi,不能了解其他方的任何信息。”[[1]](#footnote-0)其起源为20世纪80年代姚期智教授提出的百万富翁问题。在成熟的应用中，多方安全计算更多是集合中的逻辑运算与域上的加法运算，解决数据传输中的信任问题。

+多方安全计算的应用

多方安全计算技术作为联邦学习技术，在数据安全与信息加密领域必备的前置技术，在联邦学习中发挥出更大的价值，在金融领域更具有革命性意义。其影响范围深远，可能对金融行业产生意料之外的冲击。因此我们将联邦学习技术作为关注的重点进行研究。

联邦学习是一种全新的数据挖掘模式，根据其用户特征与用户的重叠程度，分为横向纵向与迁移学习。两个数据集的用户特征（X1,X2,…）重叠部分较大，而用户(U1, U2…)重叠部分较 小；两个数据集的用户(U1, U2…)重叠部分较大，而用户特征（X1,X2,…）重叠部分较小；两个数据集的用户(U1, U2…)与用户特征重叠（X1,X2,…）部分都比较小这两种情况分别对应了横向联邦，纵向联邦与迁移学习。利用不同的技术，联邦学习提出了对数数据孤岛问题的解决方案。其一改传统数据挖掘所需的数据收集过程，转变为本地建模并收集模型。我们利用现有工业级框架FATE分析了联邦学习建模的特点。

传统机器学习过程中，数据将会被集中集中于数据寡头手中进行集中建模。在我们的试验中，我们利用数据库基数估计数据模拟了该过程。我们收集了13个数据库，每一个数据库数据量从过百到8000不等，共计1万条数据。利用传统学习建模框架pytorch进行建模，需要读入全部数据后才能进行分析，这样会导致中心化节点——数据寡头企业掌握大量明码信息，产生数据安全问题。在FATE的框架下，同样利用pytorch进行建模，该框架所设计的算法将单独对13个数据库，每一个数据库分别进行建模，得到一个image为格式的矩阵，该矩阵不包含任何明码信息，且其不是加密技术，而是特征提取技术，无法对其还原为明码信息。但同时，该模型包含了所关注标签的特征信息，并上传给中心节点——数据寡头企业。中心节点利用联邦技术，对本地模型进行整合，学习出一个包含本地模型特征的联邦模型，该模型强调，在不知晓各节点信息的情况下拟合出一个提取了各节点信息特征的模型。我们屏幕后发现联邦学习训练的联邦模型与传统机器学习方法训练的模型相差不大，这证明了联邦学习在技术上已趋近成熟，它解决了数据安全问题，将会对金融为代表的行业产生冲击。

所谓数据安全问题，我们认为包含以下三个方面：第一，对于企业来说，非公开的数据涉及到隐私民生等敏感问题的数据数据，企业无法进行收集；但这类数据往往包含巨大的数据信息价值；第二，对于用户来讲，企业收集数据过程中可能造成意外的数据泄露，这将对用户的隐私安全造成影响；第三也是最令人担心的，企业收集数据后，可能拿收集的数据进行见不得人的事情，比如被国际上广泛讨论的监控问题。相应的国际国内有诸多法律法规对其进行节制，例如欧盟出台的《数据治理法》，以及我国的隐私保护法，网络安全法等。联邦学习技术避免了数据传输与收集，改为收集本地模型，对于用户来说，无疑是解决了隐私安全方面的担忧，而对于企业来说，本地建模也为其收集更多数据特征，特别是当下被认为是应当保密的数据的特征，例如企业的税务特征，提供了一种可能，这将极大丰富数据企业收集数据特征规模，极大优化其建立的模型，有着广阔的应用前景。

区块链相关

联邦学习本身尚没有大规模应用于工业界，但对于其联盟框架的讨论，学界已有较为统一的声音。联邦学习技术作为一种脱胎于分布式机器学习的算法，天然具有联盟属性，能够与区块链特别是联盟链技术相结合，完善联邦学习框架，创造出一种较为成熟的商业应用模式。区块链作为一个去中心化的、不可变的、共享的分布式账本和数据库，为联邦学习提供了较好的架构与底层支撑。[[2]](#footnote-1)基于联盟链的区块链联邦学习（BlockFL），用区块链网络来替代传统机器学习中的中央服务器，区块链网络允许交换设备的本地模型更新，同时验证和提供相应的激励机制。利用区块链的不可篡改性保证了模型的正确性。[[3]](#footnote-2)更进一步的，基于梯度采集与参数更新的正确性，以及数据的隐私保护问题，深度链被提出用于联邦学习。深度链是一种基于区块链激励机制的安全分散框架和用于隐私保护的分布式深度学习的密码原语来提供数据机密性、计算可审计性和参与联邦训练的激励机制。

与区块链类似的是，出于技术信任，联邦学习算法在整个联盟中起支配性作用，其存储了不断迭代的模型，控制着基于模型的定价，分配由过程模型产生市场价值，并将它的部分返还给数据提供者。从而鼓励参与者对模型的训练，进一步加强模型的效果。[[4]](#footnote-3)我们发现在联邦学习目前的应用场景中基本遵循了这一框架。

+应用介绍（胡银东部分）

但同时，通过对目前应用模式的分析，我们发现其确有不完善之处，将会给监管带来挑战。在区块链中，不同节点间地位平等，而在联邦学习联盟链上，数据提供者与数据收集者的地位天然就不平等。在以比特币为代表的区块链上，技术作为超然于经济利益的存在，能够参与公平的分配。但在联邦学习模型中，技术由数据收集者所拥有，被少数数据寡头企业所掌控，这导致本应由技术分合理分配的联邦学习总收益变成了企业利润，导致了数据寡头对数据提供者的剥削。[[5]](#footnote-4)

我们注意到，[[6]](#footnote-5)数据本是用户的一项私人资源，数据所有权也就是一项私人权力。在当前大数据平台尚采用分布式系统，收集私人数据并被存储于中心化数据库的过程中，受到隐私保护法等法律的节制，用户特征信息提取尚不完善的情况下，依然使科技公司产生了大数据支配优势，用户在平台上留下的任何结构性的和非结构性的数据，经过科技公司的数学模型分析后，变得具有预测性。隐秘在用户深处的欲望、需求、情绪、情感可能被算法洞悉，科技公司可借此推送信息，引导消费，改变甚至控制人们的思想及行为，造成了严重的数据剥削，已经值得当前社会警惕；而如前文所述，联邦学习技术解决了数据安全问题，在大数据企业收集数据中不再有隐私问题的困扰，其对用户特征的提取，将会在用户不知情且不违法的情况下变本加厉的进行，进一步加剧社会矛盾。

同时联邦学习技术为数据寡头间的数据交换提供了可能。在联盟链中，数据提供方与数据需求方均为大数据企业时，双方均有提取对方数据特征的需求，此时，提供与收集方才在链上处于同样的地位，在形式上达成了联盟的公平，这种公平的联盟正是数据寡头间进行数据合作的基础，在不泄露己方数据核心机密的情况下，分享数据特征，形成合作。而数据寡头间由数据竞争变为数据合作，也将进一步剥削普通用户的数据价值。[[7]](#footnote-6)

因此针对这些新兴的联盟，必须要有与之相称的监管措施。但联邦学习算法无疑是数据企业最为核心的价值所在，若继承传统工商监管的思路，直接对企业行为进行监管的话，监管方势必将插手联邦学习建模过程，对于企业来说也是一种不公平。这样的问题同样存在于区块链的监管当中。区块链作为一种基于技术信任所搭建的平台，若监管方直接监控区块链的运行，将破坏区块链去中心化的公平特征，使其失去原有的价值。

共票相关

共票是区块链治理的新方案，同样作为具有联盟链结构的联邦学习模型，也可以由共票进行规范。“共票”是基于区块链等技术对数据进行确权、定价、交易、开放、共享、赋能,实现集政府、劳动者、投资者、消费者与管理者多位一体的数据共享分配机制。[[8]](#footnote-7)前文也提到，基于隐私保护的数据监管，在联邦学习体系下已经不适用；而共票所代表的数据价值的回报正是联邦学习监管的方向。共票是一种全新的，基于区块链架构的利益分配机制，强调数据集中利用之后发挥更大价值，并合理进行分配。但在技术上，要求数据集中利用，存在隐私保护与数据安全问题。而联邦学习从技术上解决了数据安全问题，但就目前来看，需要对处于弱势地位的数据提供者的数据价值进行保护。我们发现共票与联邦学习在是优缺点互补的。

当然联邦学习所在的联盟链与传统区块链结构有所不同，以比特币为代表的区块链，利用发代币作为其利益的分配，这在联盟链中显然是不适用的。而结合共票在贵州省的实践来看，其次取得积分制或许更适合联邦学习联盟。更进一步的，基于联邦学习没有数据安全问题的技术信任，可以构建一个数据特征的交易市场，数据企业提供算法，数据提供者利用企业的算法在本地进行建模，并在市场上售卖本地模型，其交易的媒介正是共票。如此一来避免了数据企业抽取用户数据所造成的剥削，使得本在联邦学习联盟中处于弱势地位的数据提供者，利用供销市场能够与数据企业进行平等数据交易，保障了数据价值。其中，监管方监管市场行为，对企业所提供的算法进行验证，由监管方监管方背书，保证其不泄露用户隐私，确保供销市场健康运行。对于该共票数据市场的监管，可以类比于传统金融市场的监管，极大降低了监管难度。

从目前来看，联邦学习在工业上的应用还处于企业间合作阶段，仍未面向大众进行数据收集；同样的供票理论也正处于萌芽状态，需要进行进一步的实践。两者如果能够相结合并推广，借助新兴数据企业扩张所必需的数据需求，利用联邦学习技术在特征提取上的优势，带动共票理论落地，实现社会的数据公平，其意义无疑是重大的。我们也将在我们独立设想的CFS框架中与共票相结合。

+CFS
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