# 概述

# 故障定位

## 故障定位思路

1. 检查配置文件是否正确，包括IP、端口、mon、osd等；
2. 检查系统资源是否满足要求，比如磁盘个数、CPU、内存；
3. 检查系统内核版本，ceph使用的很多第三方工具可能和系统版本冲突，可以再官网上进行支持的内核版本验证；
4. 通过ceph –s查询具体的错误信息；
5. Log显示超时或者断言错误，出现这类错误或者断言，可以收集好打印信息提供给ceph社区进行故障分析和支持。

## 安装部署常见故障

1. bootstrp.sls、cluster.sls分别是集群基础环境和集群的配置文件，这两个文件为yaml格式，对缩进等有严格要求；
2. salt-key –L显示无salt-minion，首先查看salt-master节点防火墙是都已关闭，然后可以尝试查看salt-minon节点的服务状态，如果提示认证被拒绝，重启salt-minion服务即可，如果提示服务端key已改变，则按照提示删除相应key并重启服务即可；
3. 环境之前部署过ceph，如果需要重新部署新的ceph集群的时候，需要将之前老的ceph集群的一些配置文件清理干净，比如monmap、crushmap等，不然可能会出现mon选举不出来leader或osd启动异常的错误；

## MON常见故障

1. health HEALTH\_WARN clock skew detected on mon.o

次警告主要是因为mon之间时间偏差超过设置的阈值

1. mon重新创建后，osd没有创建权限

解决办法：在/var/lib/ceph/bootstrap-osd目录下执行

ceph auth add “client.bootstrap-osd” –I ceph.keyring

ceph auth caps “client.bootstrap-osd” mon “allow profile bootstrap-osd”

1. mon的状态为down（ceph -s）

解决办法：首先确认mon.a是运行中状态的，其次检查所有monitor节点的通讯端口和iptables都是打开的，没有拒绝的条目。

## OSD常见故障

OSD节点一些调试命令：

查看磁盘空闲空间：df –h

查询OSD状态：ceph osd tree

查看磁盘IO情况：iostat –x

获取诊断信息：dmesg | grep scsiosd

定位故障的时候，为了防止osd自动移出map，输入命令：ceph osd set noout，然后可以stop ceph-osd id={num}或者start ceph-osd id={num}，当问题诊断完成后，可以执行ceph osd unset noout。

1. 节点运行后发现osd没有正常运行，可以通过下面的步骤分析：

检查配置文件关于osd的配置是否正确，包括IP、端口等；

检查配置文件中关于OSD的路径是否正确；

检查节点最大线程数，如果节点上运行了很多osd，需要查看是不是因为超过了默认最大线程数导致后面的osd不能正常运行；

检查系统内核版本；

Segment错误，收集日志。

1. OSD提示空间不足

OSD默认空间占满85%，就会提示状态osd.x is near full at 85%

OSD默认空间占满95%，就会提示osd.x is full at 95%，并且不接受客户端过来的写请求；

解决办法：添加新的存储空间osd，新的osd加入后ceph会重新分配存储数据到新的osd中达到平衡。需要注意的是这个过程会占用较多的计算资源，所以osd更换尽量在业务不繁忙的时候进行，需要注意的是假如选择删除一个满的osd上面的pg数目，那么需要注意的时候不要删除你数据另外一个副本的osd，否则会出现数据丢失。

## PG常见故障

PG状态：

creating：PG正在创建

active：PG激活状态，可接受请求

clean：所有在PG里的对象都被正常复制

down：有复本数据下线了，PG就down了

splitting：PG被割裂了

scrubbing：PG在被进行强一致性检测

degraded：PG中的对象副本数没有达到设置值

inconsistent：PG出现了不一致

peering：OSD之间正在协商PG的状态

repair：正在对不一致进行修复

recovering：对象正在迁移或同步

recovery\_wait：等待对象恢复

backfill：恢复期间的一个特殊状态，在此期间会扫描、同步PG的内容

backfill-wait：等待进入backfill状态

backfill\_toofull：拒绝继续backfill，OSD太满

incompelete：PG存在断档，日志记录不完整

stale：未知状态，MON未收到PG映射的变化

remapped：PG临时映射到不同的OSD集合

常见故障：

1、PG的状态始终不再clean状态，而是处于active、active+remapped or active+degraded这些状态

可能是配置文件或实际环境不符合，比如当集群只有一个节点的时候，osd crush chooseleaf type的参数大于0，会导致ceph对于某个pgs所在的osd一直向另一个不存在的节点进行交互信息。当集群只有两个osd的时候，osd pool default size的参数大于2，会导致pg处于active+degraded。

解决办法有两个：可以添加osd数目到default size，状态会变为clean；或者配置osd pool default min size参数等于2，这样也可以在degraded状态下进行数据读写。

通过ceph health detail可以查询到详细的PG异常信息。

2、PG状态始终不是clean，有时候是crush map的状态，有时候不正确

PG的状态很长时间是inactive，可以通过命令ceph pg dump\_stuck inactive来查询，问题原因可能是OSD的副本不一致导致，常会看到类似pg is down+peering的打印，重新进行recovery可能可以解决问题；

PG的状态很长时间是unclean，可以通过命令ceph pg dump\_stuck unclean来查询，问题的原因可能是unfound objects导致，常看到类似pg is active+degraded的打印。

# 编程

针对ceph存储池的情况：

1. 通过ceph df等命令获取分区数
2. 通过ceph df | tail –sec\_num | awk ‘{print $1}’获取每个分区的信息
3. 通过ceph df获取存储池pool的名称
4. 设置路径/dev/rbd/path