Лабораторная работа №1

Наивный Байесовский классификатор

Выполнил

студент гр. 33504/2 \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_ Лелюхин Д. О.

Руководитель: \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_ Селин И. А.

**Формулировка Задания**

1. Исследуйте, как объем обучающей выборки и количество тестовых данных, влияет на точность классификации или на вероятность ошибочной классификации в примере крестики-нолики и примере о спаме e-mail сообщений.

2. Сгенерируйте 100 точек с двумя признаками X1 и X2 в соответствии с нормальным распределением так, что первые 50 точек (class -1) имеют параметры: мат. ожидание X1 равно 10, мат. ожидание X2 равно 14, среднеквадратические отклонения для обеих переменных равны 4. Вторые 50 точек (class +1) имеют параметры: мат. ожидание X1 равно 20, мат. ожидание X2 равно 18, среднеквадратические отклонения для обеих переменных равны 3. Построить соответствующие диаграммы, иллюстрирующие данные. Построить байесовский классификатор и оценить качество классификации.

3. Разработать байесовский классификатор для данных **Титаник (Titanic dataset) -** <https://www.kaggle.com/c/titanic>

Исходные обучающие данные для классификации – в файле Titanic\_train.csv

Данные для тестирования – в файле Titanic\_test.csv

Использовать функцию read.csv для чтения данных из csv-файлов.

**Классы:**

survival Выжил (0 = No; 1 = Yes)

**Признаки:**

pclass Класс каюты (1 = 1st; 2 = 2nd; 3 = 3rd)

name Имя

sex Пол

age Возраст

sibsp Число братьев-сестер/муж-жена на борту

parch Число родителей/детей на борту

ticket Номер билета

fare Стоимость билета

cabin Каюта

embarked Порт посадки (C = Cherbourg; Q = Queenstown; S = Southampton)

**Специальные отметки**:

Pclass: 1st ~ Верхний; 2nd ~ Средний; 3rd ~ Нижний

Age – в годах; дробный, если возраст меньше одного года

### Выполнение 1-ого задания:

#### Код программы на языке R:

#-------------------1------------------------

library(e1071)

# импортируем данные в R

# установить параметр stringsAsFactors = TRUE,

# так как все данные - категориальные

A\_raw <- read.table("Tic\_tac\_toe.txt", sep = ",", stringsAsFactors = TRUE)

# число строк в базе

n <- dim(A\_raw)[1]

# Создан фрейм, который можно просмотреть, используя str(A\_raw).

# Имеется 9 столбцов признаков V1-V9 и V10 (класс) и

# все имеют один и тот же тип Factor.

# 2 ###########################################################

# Создание обучающей и тестирующей выборки

# Скажем, имеем n примеров в исходной выборке,

# используем 80% для обучения и оставшиеся - для тестирования.

# Устанавливаем базу генерации случайных чисел и рандомизируем выборку

set.seed(12345)

A\_rand <- A\_raw[ order(runif(n)), ]

# разделим данные на обучающие и тестирующие

for (i in seq(0, 1, by = 0.05))

{

nt <- as.integer(n\*i)

A\_train <- A\_rand[1:nt, ]

A\_test <- A\_rand[(nt+1):n, ]

# Можно убедиться, какой имеется процент каждого

# класса V2 в обучающей и тестирующей выборке

prop.table(table(A\_train$V10))

prop.table(table(A\_test$V10))

# 3 ############################################################

# Используем Наивный Байесовский классификатор из пакета e1071

# A\_classifier <- naiveBayes(A\_train[,-10], A\_train$V10)

# Другой вариант классификатора

A\_classifier <- naiveBayes(V10 ~ ., data = A\_train)

# 4 ############################################################

# Теперь оценим полученную модель:

A\_predicted <- predict(A\_classifier, A\_test)

# Используем table для сравнения прогнозируемых значений с тем, что есть

t <- table(A\_predicted, A\_test$V10)

print(t)

}

#### Результаты работы программы:

A\_predicted negative positive

negative 0 0

positive 332 626

A\_predicted negative positive

negative 117 117

positive 198 479

A\_predicted negative positive

negative 133 104

positive 163 463

A\_predicted negative positive

negative 137 117

positive 138 423

A\_predicted negative positive

negative 119 104

positive 139 405

A\_predicted negative positive

negative 99 64

positive 149 407

A\_predicted negative positive

negative 96 73

positive 132 370

A\_predicted negative positive

negative 88 68

positive 118 349

A\_predicted negative positive

negative 80 63

positive 115 317

A\_predicted negative positive

negative 71 59

positive 105 292

A\_predicted negative positive

negative 66 51

positive 91 271

A\_predicted negative positive

negative 62 51

positive 79 240

A\_predicted negative positive

negative 50 43

positive 74 217

A\_predicted negative positive

negative 44 39

positive 62 191

A\_predicted negative positive

negative 34 38

positive 53 163

A\_predicted negative positive

negative 28 28

positive 44 140

A\_predicted negative positive

negative 22 20

positive 40 110

A\_predicted negative positive

negative 17 13

positive 30 84

A\_predicted negative positive

negative 13 7

positive 18 58

A\_predicted negative positive

negative 8 7

positive 7 26

- - - - - -

#### Код программы на языке R:

library(kernlab)

library(e1071)

data(spam)

for(size in seq(20, 4581, by = 500))

{

idx <- sample(1:dim(spam)[1], size)

spamtrain <- spam[-idx, ]

spamtest <- spam[idx, ]

model <- naiveBayes(type ~ ., data = spamtrain)

t <- table(predict(model, spamtest), spamtest$type)

print(t)

}

#### Результаты работы программы:

nonspam spam

nonspam 9 0

spam 9 2

nonspam spam

nonspam 191 11

spam 134 184

nonspam spam

nonspam 336 21

spam 286 377

nonspam spam

nonspam 531 31

spam 373 585

nonspam spam

nonspam 660 33

spam 558 769

nonspam spam

nonspam 825 55

spam 687 953

nonspam spam

nonspam 1038 64

spam 799 1119

nonspam spam

nonspam 1070 55

spam 1070 1325

nonspam spam

nonspam 1155 69

spam 1281 1515

nonspam spam

nonspam 769 177

spam 1976 1598

## Вывод

В результате, мы получаем что, при уменьшении объема обучающей выборки уменьшается количество угаданных результатов.

## Выполнение 2-ого задания:

#### Код программы на языке R:

library(e1071)

x1\_1 <- rnorm(50, mean = 10, sd = 4)

x1\_2 <- rnorm(50, mean = 20, sd = 3)

x2\_1 <- rnorm(50, mean = 14, sd = 4)

x2\_2 <- rnorm(50, mean = 18, sd = 4)

plot(x1\_1, x2\_1, pch=21, xlim=c(0, 30),ylim=c(0, 30))

points(x1\_2,x2\_2, pch=22)

x1 <- c(x1\_1, x1\_2)

x2 <- c(x2\_1, x2\_2)

class<-c(rep('-1',50),rep('1',50))

t<-data.frame(x1, x2, class, stringsAsFactors = TRUE)

for (i in seq(20,80,by=10))

{

idx<-sample(1:dim(t)[1],20)

train<-t[-idx, ]

test<-t[idx, ]

model<-naiveBayes(train[,-3],train$class)

t\_predicted<-predict(model, test)

print(table(t\_predicted,test$class))

}

#### Результаты работы программы:

![](data:image/png;base64,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)

t\_predicted -1 1

-1 9 1

1 0 10

t\_predicted -1 1

-1 14 0

1 0 6

t\_predicted -1 1

-1 8 2

1 0 10

t\_predicted -1 1

-1 11 0

1 0 9

t\_predicted -1 1

-1 8 0

1 1 11

t\_predicted -1 1

-1 10 0

1 0 10

t\_predicted -1 1

-1 8 1

1 0 11

## Вывод

Объем выборки почти не оказывает влияние на вероятность ошибочной классификации в данном примере.

## Выполнение 3-го задания:

#### Код программы на языке R:

#подключаем библиотеку e1071, содержащую naiveBayes

library(e1071)

#Считываем данные для обучения из csv-файла

train <- read.csv("Titanic\_train.csv")

#Считываем тестовые данные из csv-файла

test <- read.csv("Titanic\_test.csv")

#Вычисляем условные апостериорные вероятности категориальных переменных по Байесу

BayesTitanic <- naiveBayes(as.factor(Survived)~., train)

#str(BayesTitanic)

# возвращает либо те значения, которые модель fit предсказывает

# на основе исходных данных, либо те значения, которые модель

# предсказывает для новых, заданных пользователем данных

BayesPrediction<-predict(BayesTitanic, test)

#str(BayesPrediction)

# выводит обобщенную информацию об объекте а;

# набор статистических параметров, описывающих а,

summary(BayesPrediction)

# создаем таблицу данных

output<-data.frame(test$PassengerId, BayesPrediction)

#str(output)

# объединяет свои аргументы в одну матрицу или таблицу данных по столбцам,

colnames(output)<-cbind("PassengerId","Survived")

# записываем результаты в csv-файл

write.csv(output, file = 'Rushton\_Solution.csv', row.names = F)

#### Результаты работы программы:

|  |
| --- |
| PassengerId,"Survived" |
| 892,"0" |
| 893,"0" |
| 894,"0" |
| 895,"0" |
| 896,"0" |
| 897,"0" |
| 898,"1" |
| 899,"0" |
| 900,"1" |
| 901,"0" |
| 902,"0" |
| 903,"0" |
| 904,"1" |
| 905,"0" |
| 906,"1" |
| 907,"1" |
| 908,"1" |
| 909,"0" |
| 910,"0" |
| 911,"1" |
| 912,"0" |
| 913,"0" |
| 914,"1" |
| 915,"1" |
| 916,"1" |
| 917,"0" |
| 918,"1" |
| 919,"0" |
| 920,"1" |
| 921,"0" |
| 922,"0" |
| 923,"0" |
| 924,"1" |
| 925,"0" |
| 926,"1" |
| 927,"1" |
| 928,"1" |
| 929,"1" |
| 930,"0" |
| 931,"0" |
| 932,"0" |
| 933,"1" |
| 934,"0" |
| 935,"0" |
| 936,"1" |
| 937,"0" |
| 938,"1" |
| 939,"0" |
| 940,"1" |
| 941,"1" |
| 942,"1" |
| 943,"0" |
| 944,"0" |
| 945,"1" |
| 946,"1" |
| 947,"0" |
| 948,"0" |
| 949,"1" |
| 950,"0" |
| 951,"1" |
| 952,"0" |
| 953,"0" |
| 954,"0" |
| 955,"1" |
| 956,"1" |
| 957,"1" |
| 958,"1" |
| 959,"0" |
| 960,"1" |
| 961,"1" |
| 962,"1" |
| 963,"0" |
| 964,"0" |
| 965,"0" |
| 966,"1" |
| 967,"1" |
| 968,"0" |
| 969,"1" |
| 970,"0" |
| 971,"1" |
| 972,"0" |
| 973,"1" |
| 974,"1" |
| 975,"0" |
| 976,"0" |
| 977,"0" |
| 978,"0" |
| 979,"1" |
| 980,"1" |
| 981,"1" |
| 982,"0" |
| 983,"0" |
| 984,"1" |
| 985,"0" |
| 986,"1" |
| 987,"0" |
| 988,"1" |
| 989,"0" |
| 990,"1" |
| 991,"0" |
| 992,"1" |
| 993,"0" |
| 994,"0" |
| 995,"0" |
| 996,"1" |
| 997,"0" |
| 998,"0" |
| 999,"0" |
| 1000,"0" |
| 1001,"1" |
| 1002,"0" |
| 1003,"1" |
| 1004,"1" |
| 1005,"0" |
| 1006,"1" |
| 1007,"0" |
| 1008,"0" |
| 1009,"0" |
| 1010,"1" |
| 1011,"0" |
| 1012,"1" |
| 1013,"0" |
| 1014,"1" |
| 1015,"0" |
| 1016,"0" |
| 1017,"1" |
| 1018,"0" |
| 1019,"0" |
| 1020,"1" |
| 1021,"0" |
| 1022,"0" |
| 1023,"1" |
| 1024,"0" |
| 1025,"0" |
| 1026,"0" |
| 1027,"0" |
| 1028,"1" |
| 1029,"0" |
| 1030,"0" |
| 1031,"0" |
| 1032,"0" |
| 1033,"1" |
| 1034,"1" |
| 1035,"0" |
| 1036,"1" |
| 1037,"0" |
| 1038,"0" |
| 1039,"0" |
| 1040,"0" |
| 1041,"0" |
| 1042,"1" |
| 1043,"0" |
| 1044,"0" |
| 1045,"0" |
| 1046,"0" |
| 1047,"0" |
| 1048,"1" |
| 1049,"1" |
| 1050,"0" |
| 1051,"0" |
| 1052,"1" |
| 1053,"1" |
| 1054,"1" |
| 1055,"0" |
| 1056,"0" |
| 1057,"1" |
| 1058,"0" |
| 1059,"0" |
| 1060,"1" |
| 1061,"0" |
| 1062,"0" |
| 1063,"0" |
| 1064,"0" |
| 1065,"1" |
| 1066,"0" |
| 1067,"1" |
| 1068,"1" |
| 1069,"1" |
| 1070,"1" |
| 1071,"1" |
| 1072,"0" |
| 1073,"1" |
| 1074,"1" |
| 1075,"0" |
| 1076,"1" |
| 1077,"0" |
| 1078,"1" |
| 1079,"0" |
| 1080,"0" |
| 1081,"0" |
| 1082,"0" |
| 1083,"0" |
| 1084,"0" |
| 1085,"0" |
| 1086,"0" |
| 1087,"0" |
| 1088,"1" |
| 1089,"0" |
| 1090,"0" |
| 1091,"0" |
| 1092,"1" |
| 1093,"0" |
| 1094,"1" |
| 1095,"1" |
| 1096,"0" |
| 1097,"0" |
| 1098,"0" |
| 1099,"0" |
| 1100,"1" |
| 1101,"0" |
| 1102,"0" |
| 1103,"0" |
| 1104,"0" |
| 1105,"1" |
| 1106,"0" |
| 1107,"1" |
| 1108,"1" |
| 1109,"1" |
| 1110,"1" |
| 1111,"0" |
| 1112,"1" |
| 1113,"0" |
| 1114,"1" |
| 1115,"0" |
| 1116,"1" |
| 1117,"1" |
| 1118,"0" |
| 1119,"1" |
| 1120,"0" |
| 1121,"0" |
| 1122,"1" |
| 1123,"1" |
| 1124,"0" |
| 1125,"0" |
| 1126,"1" |
| 1127,"0" |
| 1128,"0" |
| 1129,"0" |
| 1130,"1" |
| 1131,"1" |
| 1132,"1" |
| 1133,"1" |
| 1134,"1" |
| 1135,"0" |
| 1136,"0" |
| 1137,"1" |
| 1138,"1" |
| 1139,"0" |
| 1140,"0" |
| 1141,"0" |
| 1142,"1" |
| 1143,"0" |
| 1144,"1" |
| 1145,"0" |
| 1146,"0" |
| 1147,"0" |
| 1148,"0" |
| 1149,"0" |
| 1150,"0" |
| 1151,"0" |
| 1152,"0" |
| 1153,"0" |
| 1154,"1" |
| 1155,"0" |
| 1156,"0" |
| 1157,"0" |
| 1158,"1" |
| 1159,"0" |
| 1160,"0" |
| 1161,"0" |
| 1162,"1" |
| 1163,"0" |
| 1164,"1" |
| 1165,"0" |
| 1166,"0" |
| 1167,"1" |
| 1168,"0" |
| 1169,"0" |
| 1170,"0" |
| 1171,"0" |
| 1172,"0" |
| 1173,"0" |
| 1174,"0" |
| 1175,"1" |
| 1176,"1" |
| 1177,"0" |
| 1178,"0" |
| 1179,"1" |
| 1180,"0" |
| 1181,"0" |
| 1182,"0" |
| 1183,"1" |
| 1184,"0" |
| 1185,"1" |
| 1186,"0" |
| 1187,"0" |
| 1188,"1" |
| 1189,"0" |
| 1190,"0" |
| 1191,"0" |
| 1192,"0" |
| 1193,"1" |
| 1194,"0" |
| 1195,"0" |
| 1196,"1" |
| 1197,"1" |
| 1198,"1" |
| 1199,"0" |
| 1200,"1" |
| 1201,"0" |
| 1202,"0" |
| 1203,"0" |
| 1204,"0" |
| 1205,"1" |
| 1206,"1" |
| 1207,"0" |
| 1208,"1" |
| 1209,"0" |
| 1210,"0" |
| 1211,"0" |
| 1212,"0" |
| 1213,"0" |
| 1214,"0" |
| 1215,"0" |
| 1216,"1" |
| 1217,"0" |
| 1218,"1" |
| 1219,"1" |
| 1220,"0" |
| 1221,"0" |
| 1222,"1" |
| 1223,"1" |
| 1224,"0" |
| 1225,"1" |
| 1226,"0" |
| 1227,"1" |
| 1228,"0" |
| 1229,"0" |
| 1230,"0" |
| 1231,"1" |
| 1232,"0" |
| 1233,"0" |
| 1234,"0" |
| 1235,"1" |
| 1236,"0" |
| 1237,"0" |
| 1238,"0" |
| 1239,"1" |
| 1240,"0" |
| 1241,"0" |
| 1242,"1" |
| 1243,"0" |
| 1244,"0" |
| 1245,"1" |
| 1246,"1" |
| 1247,"0" |
| 1248,"1" |
| 1249,"0" |
| 1250,"0" |
| 1251,"0" |
| 1252,"0" |
| 1253,"1" |
| 1254,"0" |
| 1255,"0" |
| 1256,"1" |
| 1257,"0" |
| 1258,"0" |
| 1259,"0" |
| 1260,"1" |
| 1261,"0" |
| 1262,"0" |
| 1263,"1" |
| 1264,"0" |
| 1265,"0" |
| 1266,"1" |
| 1267,"1" |
| 1268,"0" |
| 1269,"0" |
| 1270,"1" |
| 1271,"0" |
| 1272,"0" |
| 1273,"0" |
| 1274,"0" |
| 1275,"0" |
| 1276,"0" |
| 1277,"1" |
| 1278,"0" |
| 1279,"0" |
| 1280,"0" |
| 1281,"0" |
| 1282,"1" |
| 1283,"1" |
| 1284,"0" |
| 1285,"0" |
| 1286,"0" |
| 1287,"1" |
| 1288,"0" |
| 1289,"1" |
| 1290,"0" |
| 1291,"0" |
| 1292,"1" |
| 1293,"0" |
| 1294,"1" |
| 1295,"0" |
| 1296,"1" |
| 1297,"1" |
| 1298,"0" |
| 1299,"1" |
| 1300,"0" |
| 1301,"1" |
| 1302,"1" |
| 1303,"1" |
| 1304,"1" |
| 1305,"0" |
| 1306,"1" |
| 1307,"0" |
| 1308,"0" |
| 1309,"0" |