The Network and the Demos Big Data & the Epistemic Justifications of Democracy

In September 2016, the CEO of Cambridge Analytica, Alexander Nix, gave a presentation at the annual Concordia Summit in New York City. His presentation, 'The Power of Big Data and Psychographics', described how his company had assisted the unsuccessful bid of US Senator Ted Cruz for the Republican Party nomination for the 2016 US Presidential election. Nix explained that his company had developed a model to "predict the personality of every single adult in the United States of America" based on "hundreds and hundreds of thousands" of responses by Americans to a survey. The purpose of this model was to tailor political messages to target individuals with particular personality traits. As Nix explained: "Today communication is becoming ever increasingly targeted. It's being individualised for every single person in this room. [...] [Y]ou'll only receive adverts that not only are on the products and services, or in the case of elections, issues that you care about most, but that have been nuanced in order to reflect the way you see the world." (Concordia 2016)

While Cambridge Analytica would later close after intense scrunity about how they acquired data via a personality test app they deployed on Facebook (Solon and Laughland 2018), the techniques Nix described demonstrate the possibilities for political messaging that the combination of social media and big data analytics offers. Indeed, the reelection campaign for President Barack Obama in the 2012 US Presidential election was innovative for its use of social media and big data analytics (O’Neil 2016, 188–93). Political organisations now have the tools to identify issues important to specific individuals, determine how to present their case in the most effective way for those individuals, and the means to communicate their message directly to them without others seeing the same message. Political discourse is becoming a private conversation between the speaker and the targeted audience.

Making political discourse private risks undermining the public discussion of political views and identities. A stable democracy requires a shared identity and political culture, a common *demos*, to prevent it fracturing into separate political communities. This in turn necessitates some common communication network for political messages to be transmitted, understood, and evaluated by citizens. Hence, what demarcates one *demos* from another are the means of communication connecting the citizens of those *demoi*, allowing them to debate and persuade each other on the proper conduct of government and on issues of common interest.

For the ancient Athenians, their public sphere was the *Agora* (marketplace); for the Federalists in the American colonies, the newspaper; for us today, it is the Internet. Until now, the physical nature of these communication networks has resulted in a trade off between the reach of political messages (the numeric and geographic composition of the *demos* who receives political messages and may participate in the public sphere) and the ability to target the content of a message on that network toward individual citizens.

One-to-one interpersonal conversation in the *Agora* was highly targeted but could reach only as far as a voice could be heard. The speakers and audience were well known to each other through personal interaction. As the printing press and later television allowed for greater and greater reach, the content of these messages became more generic as the speakers became more distant from their audience. The wider the audience grew, the less a message could be targeted at a particular audience segment without alienating others. The risk to reputation and credibility that making false claims and conflicting promises to different groups increased as more people could receive messages and identify contradictions and errors to the rest of the audience.

The Internet and big data analytics have changed the nature of political communication by decoupling message reach from message targeting. It allows individually tailored content to be distributed on a global scale without fear that the content of those messages will be overheard by others who may contest or reject it. Politicians are freed from the constraints imposed on what they say by the public presentation and discussion of arguments and claims. It frees political actors to engage in sophistry and demagoguery.

In this chapter, we explore what impact this decoupling has on democracy. We describe how political discussion in democracies has changed over time, as both communication technology and the number of people included in the *demos* have changed. We show that communication technology has previously increased the reach of political messages while also making such messages more public and less targeted towards particular individuals or groups. We then show how social media and big data combine to create echo chambers of political discourse that undermine the role that epistemic and cognitive diversity play in underpinning epistemic justifications of democracy.

# Part I - Democracy and Demagoguery

Plato is infamous for his disdain of democracy. Like being ruled by a jury of children, democracy erodes reason by suffocating the voice of wisdom in a cloud of ignorance. Like a ship at sea, the state needs specialist knowledge and skill - the keen eye of the navigator and the calm hand of an experienced captain - to steer it through troubled waters.

Decisions made by an unskilled and uniformed *demos* will always be inferior to those of philosopher-monarchs. Democratic policy will be determined by base desire rather than reason. A state ruled by the people will inevitably succumb to the siren's song of a persuasive orator whose lust for power and manipulation of the masses can only result in tyranny. To rule well, one must have expertise, knowledge, and wisdom. It is obvious then that the decisions of an *epistocracy* will be superior to the decisions of a *democracy*. 2000 years later, the polymath Sir Francis Galton harboured similar thoughts about decision making. He was surprised to discover, however, that after calculating the results of 787 bets on the estimated weight of an ox at a country fair, the median result of the *vox populi* was within 0.8% of the actual weight (Galton 1907).

This unexpected result highlights the intriguing epistemic value of collective decision making involving disparate actors - that whenever people of diverse cognitive ability reason collectively in a setting that rewards truth tracking, the collective judgment will be, probabilistically at least, superior to the judgment of any one individual.

The superior epistemic value of collective reasoning is a theme found across a variety of disciplines. In economics, (Hayek 1945) championed the superiority of free-markets over centrally planned economies where free individual actors informed by price signals can better allocate resources than a central committee, despite no one actor having a comprehensive overall understanding of the economy. In science, (Kitcher 1990) demonstrated how individual cognitive diversity improves collective knowledge when we don't know the truth ahead of time. Sometimes dubbed the *wisdom of the crowds* (Surowiecki 2004), these approaches to collective decision making have recently manifested as prediction markets for intelligence analysis (Yeh (2006)) and data science out-sourcing (“Kaggle.com” 2018).

Democracy, of course, is no stranger to this epistemic theme. Whilst Plato may have preferred an epistocracy, scholars since the enlightenment have been illustrating democracy's epistemic power. Rousseau thought that individuals stating their opinion on a matter by voting would elicit the general will of the people, a general opinion that would be superior than one's own (Rousseau 2012). (Mill 1977 (chapter II)) argued that free expression in public debate allows us to exchange our errors for truth while (Simon and Levine 1991 (*Liberalism and Social Action* §52)) saw democracy as a way to share the rich store of accumulated wealth of human knowledge.

These *epistemic* justifications of democracy have seen a resurgence in contemporary political theory in a range of accounts such as public reason (Rawls 2005), deliberative democracy (Habermas 1989, Goodin (2017)), and procedural accounts (List and Goodin 2001, Estlund (2009)). Despite their diversity in *how* they justify democratic legitimacy, epistemic accounts are united in their claim that democratic processes are better, on average at least, at tracking the truth on particular matters than any one individual is.

Plato's scepticism of democracy's epistemic value is justified, however, when one considers the cognitive capacities and skills of its individual constituents. For over 50 years, political and social scientists have been documenting how poorly informed the voting of democratic citizens is (Converse 1964). News polls regularly show how widespread the public's lack of basic political knowledge and belief in untruths are. Two thirds of American voters, for example, cannot correctly identify the three branches of government, and 70% thought Saddam Hussein was personally responsible for the 9/11 attacks (Shenkman 2009, 4).

The problem of voter ignorance remains a rich field of study in political theory that has not diminished with time. This consistency is understandable when one considers the breadth and depth of complexity required to effectively govern a modern state, combined with the diminishingly marginal influence of a vote in large electoral democracies. That voters choose remain ignorant on political matters that they have no hope of mastering turns out to be a rational decision (Downs 1957).

Yet even if citizens had the means and motivation to become adequately informed on all matters political, it is doubtful that they would even be capable of reasoning about policy rationally. Cognitive psychologists have documented an enormous range of biases and flaws in everyday human reasoning: the difference between how we *should* reason as rational beings, and how we *actually* reason. We accept things as true based not on their merits but on how easy they are believe, or how good they make us feel (Frederick 2005). We form conclusions before we examine our premises (Tversky and Kahneman 1973). We make different decisions with the same information depending on the order it is presented (Hogarth and Einhorn 1992). We value avoiding losses far more than gaining the same amount (Tversky and Kahneman 1992). We seek out evidence like to confirm our prior beliefs and avoid evidence likely to refute it (Nickerson 1998) and we believe things are true long after being shown they are false (Anderson, Lepper, and Ross 1980).

These biases especially manifest themselves when reasoning about politics. Voters reason like sports fans, largely incapable of objectively assessing the merits of policy (Somin 2006). (Taber and Lodge 2006), for example, demonstrates how prior voter attitudes to particular policies strongly influence how arguments for those policies are evaluated, uncritically accepting arguments congruent with their prior beliefs and unreflectively rebutting those that aren't.

Education and intelligence don't make us immune from reasoning irrationally about politics. When presented with empiric claims about cause and effect, increasing numeracy increases one's ability to reason correctly about scientific claims but decreases one's ability to reason correctly about the same claims when presented as policy choice (Kahan et al. 2017). Our need to maintain congruence with our political identities trumps our desire to reason coherently about politics and these effects seem magnified by our reasoning skills.

Yet democratic decision processes, whether merely aggregative like voting, or transformative like deliberation, somehow manage to overcome these foibles of individual cognition and values, to produce a collective epistemic virtue that is superior to that of any one individual. In a purely aggregative account of democracy such as Condorcet's Jury Theorem, voters need not interact beyond voting for majorities to deliver these superior epistemic outcomes. Condorcet's Jury Theorem is a mathematical proof that shows so long as voters on average have a better than even chance of being correct on some issue, the likelihood of the majority vote being correct approaches certainty as the number of voters increases (Condorcet 1976)[^cjt]. To give the theorem some concrete context, if the average competence of the electorate is just 51% (marginally better than a coin flip), then the majority vote of 101 voters has a 57% chance of being correct, and that of 10,001 voters has a 99.99% chance.

[^cjt] The Jury Theorem makes a number of assumptions about voter competence, voter independence, and the objective correctness of some binary choice. Since Condorcet first published his theorem in 1785, many of these assumptions have been generalised, strengthening the robustness of its claim to justify democracy on epistemic grounds (see Baker 1976, Berend and Paroush (1998), Owen, Grofman, and Feld (1989), Kanazawa (1998), Fey (2003), List and Goodin (2001)).

Underpinning the superiority of collective over individual decision making in aggregative accounts like the Jury Theorem is the nature of randomness in our imperfect reasoning abilities. As we have seen, human cognition has many biases that lead to faulty and inconsistent reasoning. However small, we all have some propensity for divining the correct answer to a question concerning our collective lives but this propensity is limited by a degree of random error (often large) in our reasoning processes. Yet if these random errors are normally distributed, then across large numbers of individuals, the errors will cancel each other out and an accurate approximation to the truth will be uncovered. There is wisdom in the crowd.

Transformative accounts like deliberative democracy take these epistemic claims further by identifying both which choices are superior and why[[1]](#footnote-22) assists decision making. Comprehensive and informed public discussion of political issues surfaces multiple points of view. Robust and substantive debate ensures that matters are decided on their merits in terms accessible by all parties. The public nature of the deliberation helps identify flaws in one's own reasoning and position, thus limiting the negative affects of individual biases such as the framing effect (Druckman 2004, 675). And while the requirements and epistemic claims of deliberative accounts may seem overly demanding or utopian to realist perspectives, the epistemic power of deliberative decision making has been demonstrated empirically in both experimental and field settings (Fishkin 1997, Luskin and Fishkin (1999), Neblo (2007)).

Yet all this justification of democracy on epistemic grounds presupposes that the participants in this public discourse are seeking the truth, that they are voting and deliberating authentically, and not seeking to manipulate the outcome of the process for their own benefit. As history has shown on occasion, however, self-interest can lead to the subversion of democracy's truth tracking capabilities for private ends. While democratic processes can transform the challenges of individual cognitive biases and diverse belief systems into epistemic virtue when citizens seek the truth, this epistemic virtue is at risk when individuals seek to corrupt it.

Political manipulators corrupt democracy by employing demagoguery and sophistry. They do so by exploiting the psychological disconnect between what people *do* believe and what people *should* believe. Demagoguery and sophistry are two reasons for Plato's hostility to democracy. In the *Sophist* (267b-c), Plato distinguishes between demagogues (someone who "can maintain his insincerity in long speeches to a crowd") and sophists (those using "short speeches in private conversation to force the person talking with him to contradict himself"). Demagogues seek and maintain political power by exploiting prejudice and ignorance within the citizenry, and by portraying themselves as the only solution to the society's real or imagined problems.

Sophistry on the other hand, uses argumentative and persuasive techniques to convince an audience of something even if it is inconsistent with the facts or the audience's own stated beliefs and commitments. In the *Gorgias*, Plato's Socrates presses the claim against the orator Gorgias that a good orator can be more persuasive to those without expert knowledge of a subject than an expert (459b). As a result, skilled communicators can be persuasive without necessarily being knowledgeable about their subject. If the audience is poorly educated about the subject under debate, they may be persuaded to accept a conclusion that does not depend on the truth of its statements or the logic of the arguments presented to convince its audience to support a political decision.[[2]](#footnote-23)

It is important to note here that political manipulators don't need to change the voting patterns of large swaths of the citizenry in order to subvert the epistemic value of democracy. Small shifts at the margins are often sufficient. Trump's win in the 2016 US Presidential election, for example, was decided by fewer than 100,000 votes across three key states of Michigan, Pennsylvania, and Wisconsin (Elections 2017).

Neither do they need to radically shift the beliefs of the citizenry from one side of an issue to the other. Empiric research suggests that it is very difficult to change voting behaviour of citizens who already identify strongly with a particular party or issue (Hillygus and Shields 2014). Despite our cognitive flaws, and sometimes because of them, it is difficult to alter entrenched beliefs (Kosloff et al. 2010). Instead, political manipulators can undermine the epistemic virtue of democracy in four key ways: by increasing voter turnout amongst protagonistic voters; by suppressing voter turnout amongst antagonistic voters; by shifting voter preference amongst undecided voters; and by undermining confidence in the legitimacy of democratic outcomes. Thankfully, a feature of our political networks limits the scope to engage in sophistry and provides democracy with an additional degree of epistemic robustness.

# Part II - The Network & The *Demos*

The idea of democracy presupposes the notion of a *demos* - some determinate group of individuals who form a *people*. It is this people, and not some other, for whom democracy is the rule of, by, and for. It is this people, and not some other, who share political rights and owe duties to each other. A stable democracy requires a shared identity and culture. Its people need to identify as one group if they are to hold sufficient solidarity necessary for collective rule. Without this shared identity then, the *demos* is likely to fracture into smaller *demoi*. This shared identity need not be exclusive though. An individual may identify with multiple overlapping *peoples* but the individuals within a *people* must always identify as one.

A shared identity however, requires some means to share it. A *demos* requires some form of communication network for its culture, norms, and political messages to be transmitted, understood, and evaluated by its citizens. We define a *political network* then, as the communication network between individuals who share some common political identity. The senders and receivers of political information - both explicit political messages as well as common norms and cultural information - are its citizens. The set of nodes and connections between them constitutes a given *demos*. The pattern of these connections is the network's *topology* and the topology of the political network represents the political structure of the *demos*. In this light, democratic institutions can be conceptualised as mediated communication networks connecting private individuals (the citizens) with their collective identities (their citizenship). What demarcates one *demos* from another, then, is a function of the communication networks that connect the citizens of those *demoi*.

Political and military historians have long acknowledged the central role of communication in command and control (Kolb 2015, Bousquet (2009)). To rule, one must have appropriate means to communicate one's intent but different network topologies enable different types of political rule. One such topology is the star pattern shown in figure 1. The connected central node holds a privileged communicative position enabling it to rule or exercise some form of direction over the other nodes.

![Figure 1: An autocratic political network topology.](data:image/png;base64,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)

Figure 1: An autocratic political network topology.

Contrast this with a more decentralised topology in figure 2. Here, the nodes enjoy a greater degree of communicative equality and *share* connections with each other rather than having their connections mediated through some central node. These topologies tend to resemble a web or cluster of connected nodes and while some nodes may have more connections than others, all nodes have a relatively unmediated path to every other node.
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Figure 2: A democratic political network topology.

Whilst both types of topologies will be present in all types of political networks to some degree, it is our contention that democratic societies require decentralised or peer-to-peer *democratic* topologies within their *public spheres* in order to realise the democratic demands of popular sovereignty and political equality. If citizens are to form a shared identify and engage in informed political discourse with each other, then they require a shared *public* forum to do so in. Autocratic societies, by contrast, require only centralised *autocratic* topologies. They require only a means for the ruler to communicate with citizens and not for citizens to communicate with each other.

Yet these political topologies are themselves a function of the communicative medium. In the early democracies such as Athens, communication was limited to face-to-face discussion or parchment. The extent of political communication was limited the range of one's voice or how far a letter could be carried. The scope of shared political identity was therefore limited to one's neighbours and neighbour's neighbours. Democratic government was limited to city-states as the necessary means of shared public discourse for larger scale rule was missing.

This is not to say that larger empires were not possible given the communication technologies of voice and parchment. The Roman Empire for example, shows how very large scale rule was possible with this technology. The communication networks Rome used to exercise command and control over vast swathes of Europe and Africa however, relied on autocratic rather than democratic topologies. The Roman network could connect the Senate to its governors but not the Egyptian *demos* with that of the Gauls. The nascent democratisation of Gracchi's Rome never extended to the rest of the territories under Roman control because the information flows necessary to facilitate a shared political identity require a sufficiently dense concentration of connections between citizens that was impossible. A *demos* cannot grow beyond its political network.

In Athens, one could stand in the *Agora* and shout to be heard by all (and so *broadcast* the message), or one could whisper to individuals in private (*narrowcast* the message). The scope for sophistry was greatest in private. When conversing with an individual, one could develop a rich understanding of their values, motivations, wants and needs. One could craft a message that was highly targeted to maximally exploit this understanding and exploit the other's cognitive biases for one's own ends. As Plato rightly claimed, a skilled orator could be more convincing about a subject than an expert.

When speaking to all in the *Agora* however, the scope for sophistry was more limited. The increased diversity of individual values made specific appeals to emotion and authority more difficult as what might persuade some could dissuade others. Furthermore, because the *agora* was a forum of *public* debate, others were able to respond. Different perspectives could be offered and flaws in one's argument could be easily identified by others. Being called out as a sophist now carried a cost, both in damage to one's reputation and the persuasive backfire effect when the manipulation of others was identified.

A technological trade-off that helped keep democracy epistemically robust, between broadcast and narrowcast, between the reach of a message and the ability target it to a segment of the audience, began to emerge. Because broadcasting in the *Agora* was *simplex*, that only one thing could be said at any one time, political messages were most effective when they were targeted to appeal to the largest *part* of the demos. This is not to say that oratory couldn't be crafted to sway influential minorities or even an individual but because of the relatively equal distribution of political power with in democracies, messages with narrow appeal were likely to be ineffective.

Because the simplex nature of broadcast messages limits their ability to discriminate message content between audiences, there is additional incentive to engage in truthful public discourse if one's intent is to persuade. Without denying the role of *ethos* and *pathos* in rhetoric, *logos* is central to shaping public opinion. Truth, reason, and logic are effective ways to shape policy in democratic settings and this served to provide democracy with a degree of epistemic robustness from those seeking to manipulate the truth.

As communication technology developed, so to did the scope of political rule and association. The invention of the printing press and rise of pamphlets and newspapers as modes of political communication allowed for political messages to reach larger geographical areas and audiences increased the possible scope of democratic association. Communication via print was not longer ephemeral like speech but persistent. Information could be reproduced more quickly and delivered to a much wider audience. Unlike face-to-face discussion, these new technologies were mediated by a publisher, given them a degree of communicative privilege. No longer was political identity an emergent property of a decentralised network. Print allowed political identity to be constructed (Somers 1994) and the shared identity necessary for larger *demoi* had arrived. Democracies began to emerged from revolution in France and the American colonies, and suffrage expanded in the United Kingdom.

Unlike communication by letter or parchment, pamphlets and newspapers were *public* -- available to all (who could read). It was the public character of print media that helped maintained democracy's epistemic robustness against sophistry by individuals seeking to subvert the truth tracking characteristics of democratic procedures for their own gain. Attacks against the legitimacy of the political process, the media, and political opponents are all tools through which demagogues can undermine democratic political networks and turn them into more autocratic ones (Levitsky and Ziblatt 2018, 23–24). Nonetheless, these attacks are visible to all if they are conveyed via broadcast messages. Political manipulation carries reputational cost when publicly identified and alert citizens of the *demos* can respond to these attacks and defend the democratic nature of their political network. Demagoguery and sophistry were limited to the extent the demos shared the same values and susceptibilities. The public nature of this new broadcast technology constrained the worst of sophist behaviour, although as the history of democratically elected demagogues shows, it doesn't guarantee against it.

The emergence of privately operated printing presses also tempered somewhat the communicative privilege of publishers and print's more centralised topology. Private presses allowed a greater range of political messages to be produced and distributed, even if they were critical of the state (Benkler 2006, 186). Pamphleteers such as Thomas Paine could publish and distribute political messages relatively cheaply and opponents could similarly respond with pamphlets of their own. Pamphlets served as public *duplex* communication, as individuals who disagreed could respond with political messages of their own in the same medium, much like the crowd of the *Agora* yelling back. The cognitive diversity and value plurality so essential for democracy's epistemic virtue was maintained.

Yet print introduced a new characteristic that was previously absent from political discourse -- anonymity. Printed messages allowed for the source of the message to be disguised, either by publishing them anonymously or by attributing them to a pseudonym. This anonymity can be used to enhance the truth tracking features of public discourse. When we lack any means to judge an author's authority or *ethos*, we must rely instead on the the content of their message, their *logos*. We are less likely to filter their message through some prior belief we have about them and their motivations. Anonymity can prevent a message's reception being influenced by any bias (positive or negative) resulting from it being attributed to a particular individual or group. Perhaps the most famous example of this can be found in the Federalist papers where the views of Madison, Hamilton, and Jay were published pseudonym 'Publius'.

This anonymity can also be used for manipulation. The Federalists' choice of pseudonym was not accidental but recalled the greatness of the Roman Republic for rhetorical effect (Kramnick 1987, 72). And while the use of *Publius* was not intended to deceive (the Federalist Papers did not conflict with the authors' public support for the Constitution), anonymity also enables deception. Anonymity allows malfeasant actors to engage in political mud slinging and slander others in public. Pseudonymity allows them to take advantage of cognitive biases such as congruence bias, where by we are more persuadable by those who appear to be like us,[[3]](#footnote-27) and the band wagon effect, by making it appear that there is more public support for a policy than there really is (Snowdon 2012). Legal protections against defamation, however, mitigated these negative effects. Case law as far back as 1734 for example, held publishers responsible for libel unless the claims printed were true (Alexander and Katz (1972)). In this way, the truth tracking features of democracy were protected.

While newspapers increased the reach of political messages, it also made political communication more unidirectional and simplex. Newspaper readers are largely a passive audience, unless they themselves have their political messages printed as well. While audience members could still respond in the same medium, it required finding a printer or newspaper willing to print their response. Duplex communication started to become a privilege as the costs of printing and distribution increased. The range and distribution of newspapers also began to change as industrialisation increased the economies of scale of newspaper printing (Benkler 2006, 187). Smaller, local newspapers found it more difficult to compete with cheaper, mass produced newspapers with larger geographical audiences. Selling advertising space also became more important for funding the increasing costs of operating newspapers (Benkler 2006, 188). This asymmetry between active speakers and large, passive, and geographically dispersed audiences was further intensified by the development of radio and television in the 20th century.

Radio and television allowed messages to be broadcast across a geographical range unmatched by messages conveyed via earlier technologies. Radio and television allowed governments and heads of state to address their entire population instantly. These broadcast messages are accessible to all with the technology necessary to receive them. As a result, the message's audience is the entire population, rather than specific sections of it. The simplex communication of these mass media networks from transmitters to passive receivers also makes them vulnerable to centralised control (Benkler 2006, 196). The operators of mass media broadcast networks enjoy significant communicative privileges, as they decide what messages appear on their broadcasts and whether they are presented favourably or otherwise. And while propaganda has always existed in political communication, the combination of reach and the vividness of the sounds and imagery it can convey, made mass media an excellent platform for it. As Habermas notes, "the dynamics of mass communication are driven by the power of the media to select, and shape the presentation of, messages and by the strategic use of political and social power to influence the agendas as well as the triggering and framing of public issues." (Habermas 2006, p415)

Yet the communicative privileges afforded to those who control mass media comes at the cost of the ability of communicating directly to a specific group without the rest of the audience receiving the same message. Mass media messages are expensive to produce, so speakers have strong motivations to make their messages acceptable to a broad audience. It becomes less cost effective to tailor political messages towards a specific group within the broader audience. The accessibility of broadcast political messages imposes its own constraints on the kinds of messages that are sent. Tailored messages that strongly resonate with specific groups may inspire greater resistance from other groups in the audience. Political speakers who utilise mass media therefore must either accept that their message will only resonate with a specific group (and that their target audience is sufficiently large and motivated enough to overcome the political backlash from other groups), or present messages that are interpreted differently by different groups, so that the target group hears a message that resonates strongly with them without antagonising the broader audience (i.e., 'dog whistling') (Goodin and Saward 2005, 471). To counter manipulation, laws and regulations developed that limit what can be said in political messages if the state is sincere in fostering public political discussion. Attribution to a specific individual or political party is often required to ensure that speakers are accountable for their messages. These laws and regulations are intended to prevent the abuse of the communicative privileges that mass media gives to those able to utilise it.

The development of the personal computer and their connection via the internet created new possibilities for computer-mediated communication (CMC) between individuals, regardless of their geographical proximity. Unlike the passive reception of messages via mass media, CMC is interactive (Ess 2004, 77). The arrival of the internet was hailed as promising an 'electronic *Agora*', where individuals could again have political discussions as equals, rather than some have the privilege of access to mass media to convey their messages (Rheingold 1994, 14). As Howard Rheingold asks "Which scenario seems more conducive to democracy, which to totalitarian rule: a world in which a few people control communications technology that can be used to manipulate the beliefs of billions, or a world in which every citizen can broadcast to every other citizen?" (1994, 14)

While CMC was still subject to the technological trade-off between the reach of a message and the ability to discriminate its content between audiences, the internet began to decouple the link between reach and communicative privilege. It promised to allow individuals to engage in a global public sphere of discourse and near zero cost. Anyone with a usenet address or wordpress account could publish their manifesto with the same ease as Martin Luther or Alexander Hamilton did. The adoption pseudonyms and ability to post messages anonymously made it easier for individuals at risk of persecution for their views to broadcast their message to the world. The ease of decentralised communication between people anywhere on the planet would enable a global *demos*.

For over 2000 years, technology has offered a trade-off for those wanting to communicate with others: the further your message reaches, the more costly and public it must be. This trade-off has helped provide democracy with a degree of epistemic robustness. It became increasingly expensive, both in terms of cost of production and cost of reputation, to target narrow segments and engage in sophistry as the size of the audience grew. But this trade-off also brought communicative privilege to those who controlled or could afford to use mass media. In recognition of this, liberal democracies enacted protections against the abuse of that privilege, to prevent the epistemic virtue of democracy being undermined - libel protection, a free press, and political disclosure laws. The arrival of the internet promised to protect democracy's epistemic virtue further by eroding the communicative privilege of mass media and granting us all communicative equality.

# Part III - Big Data & Democracy

As is usually the case, the reality of the Internet's impact on democracy has turned out considerably different to its utopian promise. The dream of access to a world of diverse perspectives and informed political discourse seems a long way from the experience of many Internet users today. While there are practical issues of finding accurate sources of information on the Internet, directly relevant to our concern here is the diversity of information presented to users. Social media, with its ability to connect like-minded users to each other, can serve to present information from a variety of sources to users. However, there are two major factors that reduce the diversity of information presented to individuals: the fact that people tend to associate with those with similar views, and that the big data analysis made possible by social media is used to present individuals with information likely to provoke a response from them. Cass R. Sunstein (2017, 6) calls these concerns "*people's growing power to filter what they see*, and also *providers' growing power to filter for each of us, based on what they know about us*." (emphasis in original)

Social media networks are forms of computer-mediated communication designed to allow individuals to easily connect and interact with others across the Internet, both publicly and privately. Individuals can choose to follow accounts operated by individuals or groups that interest them. The accounts users follow serve to direct information of interest to the user. In the terms of our earlier discussion of communication networks, social media are duplex communication networks with a negligible cost for broadcasting messages. They have a global reach, but unlike the utopian pictures of Internet communication, they are centralised (as they required a social media network operator) and allow for narrowcast messages. The table below lists the characteristics of social media and the communication networks that preceded it.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Medium | Direction | Reach | Structure | Cost | Targeting |
| Conversation | Duplex | Interpersonal | Decentralised | Minimal | Narrowcast |
| Agora | Duplex | Local | Decentralised | Low | Broadcast |
| Print | Simplex | Regional | Centralised | Medium | Broadcast |
| Mass Media | Simplex | National | Centralised | High | Broadcast |
| Internet | Multiplex | Global | Decentralised | Minimal | Broadcast |
| Social Media | Multiplex | Global | Centralised | Minimal | Narrowcast |

Social media interactions may be classified as *open* or *closed*. *Open* interactions are public in that they are accessible to other social network users. Twitter posts are open, for example, as both the followers of a particular account and other Twitter users can access a user's public posts. They are equivalent to broadcast messages on mass media or via traditional web pages in that they are accessible to all. *Closed* interactions are messages restricted to particular users, such as those following a particular account. The messages posted on a private Facebook group are examples of closed interactions. This distinction between open and closed interactions corresponds with the distinction between broadcast and narrowcast messages. Social media, therefore, offers a platform for sending narrowcast messages to a select audience with a global reach.

The possibilities for sending narrowcast messages to receptive audiences are further increased by using big data analytics with the data social media collects about individuals' interests. Big data utilises significant computation power to analyse large data sets to identify patterns that can be used to guide decision making (boyd and Crawford 2012, 663). Since individuals use social media to follow their interests and remain in contact with friends, and their interactions with other users and content are recorded, social media network operators have large and accurate data sets about their users' past interactions. Big data analytic techniques, such as machine learning, are used to find correlations between user characteristics and their responses. Social media users are presented with lists of news items and posts by other users and news sources that they follow (the Facebook 'News Feed', for example) when they use the service. The particular items presented are determined by algorithms created by the social media network operator, based on the analysis performed on the data collected about the user.

Users of social media networks also tend to associate with others who share the same interests and characteristics, an effect called homophily (Tufekci 2017, 9). While social networks make it easier for individuals to find others who share their interests, it also makes it easier to limit their Internet interaction to those who share their views. Individuals on social networks share news stories and Internet sources that reflect their own views, and that are likely to interest their friends. The items posted are chosen to express an individual's identity and affiliations (Vaidhyanathan 2018, 50). The news items users see via social media will therefore tend to conform to their existing biases. This is the 'echo chamber' effect: users find themselves interacting with others who share (and reinforce) their existing views, while also reducing the visibility of other perspectives and evidence that contradicts their beliefs (Vaidhyanathan 2018, 92). This is to be expected, given what we know about confirmation bias and the other cognitive flaws mentioned in Part I of this chapter.

Social media network operatrs use the interactions individuals have on their platform to refine the content presented to them in the future. This refinement tracks what content users interact with (by clicking through to read the article or by responding to it with an evaluation option, like the famous Facebook 'Like') and displays more content similar to that in the future. What is significant here is that the refinement is based on what individuals are likely to respond to, regardless of whether the content is accurate. The algorithms that determine what social media users see in the future are *attention tracking*, rather than *truth tracking* as we would desire from a credible news source.

The attention tracking nature of social media is guided by the need to gain advertising revenue. Advertisers are motivated to target groups and individuals most likely to respond to their messages. The attention tracking nature of social media is further illustrated by the emergence of hoax news sites that are concerned only with the amount of social media traffic they generate. The most notorious examples of this are the over 150 hoax news sites created by a group of Macedonian teenagers solely to gain advertising revenue from traffic directed to them via social media (Klimburg 2017, 368). While newspapers had reported hoaxes to increase circulation (and hence advertising revenue)[[4]](#footnote-29), such misinformation is broadcast, so that sceptical audiences and other news sources can debunk it. However, if hoax news stories are agreeable to users' biases, they are likely to pass unchecked within groups that share similar views thanks to confirmation bias. Hoax news stories may therefore be narrowcast towards groups in the global audience that are likely to accept them.

This ability to tailor hoax stories to appeal to various groups without them being challenged by those outside of the target audience (and their echo chamber) risks undermines the democratic norm of mutual toleration (Levitsky and Ziblatt 2018, 102). By exaggerating or fabricating reports of the actions and beliefs of political opponents, those who receive news that reflects and builds upon their existing biases are less willing to see their opponents only as rivals, but as malicious caricatures. These caricatures and stereotypes will not be softened by unbiased accounts that do not appear in the news items presented to social media users, since such items are unlikely to be selected by the machine learning systems trained by the user's data to present news that reflects and reinforces their interests. The undermining of mutual toleration damages the common identity of the *demos* as individuals within their separate echo chambers can no longer see each other as equals.

This capability of tailoring advertising to the interests of users also allows for tailored political messages to be directed towards those mostly likely to respond to them. Tailored or personalised advertising allows narrowcast political messages to be sent across communication networks of any size. As demonstrated by the Cambridge Analytica scandal, this information is of considerable interest to those wishing to use it to target political messages to specific audiences (Vaidhyanathan 2018, 153–61). This builds upon the duplex nature of communication via social media networks. Like a demagogue receptive to the verbal and non-verbal cues of face-to-face communication, those who send political messages across social media can quickly evaluate the effectiveness of their messages, and refine them to make them more effective with their target audience.

These aspects of the combination of social media and big data analytics (the tendency towards homophily among users, the emergence of echo chambers, and the prominence of news items based on their ability to provoke responses) creates the new possibility for narrowcast political messages with a global reach. Narrowcast messages had previously been prohibitively difficult to transmit across communication networks with a considerable reach. The broadcast nature (and hence, public visibility) of political messages to geographically dispersed audiences had served to constrain the types of claims that could be made without being held accountable for them. Open interactions on social media also maintain a degree of public accountability as they are broadcast messages. As such, political messages on social media that favour open interaction (such as Twitter) are perhaps less of a threat to the ability of citizens to understand each other, since they can see the same messages. It is the tailoring of messages to elicit responses from specific groups without the knowledge of the broader community that is troubling for the mutual toleration necessary for the *demos* to maintain a common identity, and for citizens to maintain the ability to fruitfully discuss political issues among themselves.

# Conclusion

As we have described, the cognitive flaws that affect individuals can countered by deliberation, giving democracy a firmer epistemic justification that might be expected from the flawed thinking of individuals. The benefits of deliberation are at their strongest when there are diverse views and the opportunity to discuss issues with others.

The confluence of social media and big data analytics has created new possibilities for political discourse -- ones that are global, multidirectional, and highly targeted. Democracies have historically developed alongside communication technologies that allowed broadcast messages across large geographical areas and populations at the expense of limiting the speaker's amount to discriminate between different listeners. Social media offers the perfect platform for political speakers to tailor their messages for separate audiences, rather than offer messages that must resonate with sections of the audience while also avoiding antagonising others. This ability to communicate different messages to different sections of the *demos*, with a low possibility of these messages coming to the attention of those outside of their intended audience. Citizens of the *demos* who receive political messages tailored to their interests, informed by news that reflects their biases, and reinforced by echo chambers filled with others of similar views, risk losing the mutual toleration of citizens with differing political views. This risks undermining the common identity necessary for a stable democracy to sustain itself.

Communication technologies have changed remarkably over the time that democratic societies have existed. Different technologies have created new challenges and opportunities for democracies. The combination of social media and big data is no different: democracies are adjusting to the new possibilities for narrowcast political messages that they make available. Only by recognising the risks these new technologies pose to how citizens are informed and may be influenced will the epistemic justifications for democratic societies continue to be compelling.
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1. There is a rich and diverse literature on Deliberative Democracy that we barely skim here. For specifics of deliberative accounts, see (Bessette 1980, Cohen (1989), Gutmann and Thompson (2009), and Fishkin and Laslett (2008)). [↑](#footnote-ref-22)
2. Unlike Plato, we make no important distinction between sophistry and demagoguery as one can use clever but fallacious arguments to exploit an audience's ignorance and prejudices. As such, we use the terms interchangeably. [↑](#footnote-ref-23)
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4. To give just one example, the *New York Sun* in 1835 printed reports of life on Mars (Wu 2017, 17--18). [↑](#footnote-ref-29)