毕业设计开题报告

课题名称：基于yolo的手语识别系统设计与实现

姓名： 万旭涛

指导教师： 茹慧英

**一、选题背景及意义：**

**选题背景：**

在如今飞速发展的时代，文法手语(简称手语)是听障人士与他人进行平等交流和获取外界信息的主要途径。手语是一种主要通过肢体动作来表述的语言，通过无声的肢体语言，听障群体能够充分地向他人表达自己的思想意图，手语作为听障群体的视觉语言是帮助听障人士融入社会的重要交流方式。根据世界聋人联合会的数据，全世界有超过300种手语，虽然随着时间的推移和制度的完善，手语逐渐拥有了规范的语法、明确的语义和健全的词汇体系，但是，由于普通大众一般缺乏系统性的手语学习，难以准确地理解手语的意思，同时受到地域文化差异的限制，使得听障群体在商场、机场、民政等公共服务场景中常常面临着巨大的沟通障碍。因此，健听人士能够理解听障人士的手语表达是解决听障群体无障碍沟通的主要需求。但是目前大多数通信技术都是为了支持口语或书面语而开发的，支持手语的通信技术平台少之又少。虽然语音聊天和视频通话等通信技术和工具已经成为我们生活的重要组成部分，但听障人士在使用这些技术方面仍存在许多问题。近年来，在全球残疾人群体中听力障碍者所占比例较高，随着对特殊群体的了解不断深入，越来越多的研究机构、科研人员和社会各界开始关注面向手语识别的无障碍设施智能化方面的研究。手语识别在计算机视觉和图像处理等领域一直是备受关注的研究热点，具备广泛的应用潜力。

**意义：**

第一，手语识别的研究在听障人士和健全人士之间的交流中扮演着极为重要的角色。由于普通大众在与听障人士进行沟通交流时，很难实时获取对方所要表达的关键信息，这导致听障群体在使用公共基础设施与服务等方面面临着巨大的挑战。而通过手语识别技术可以实现聋哑人与健听人之间无障碍的交流，以促进平等的沟通机会，帮助听障人群更好地融入社会，具有显著的社会效益；

第二，在现实生活中，手语的学习往往需要在专业的聋哑学校学习，由专业的手语 老师进行教授，但是由于不同人的教学习惯和教学标准都不同，这可能会造成区域差异性。针对我国聋哑教育学校的师资大量短缺的现状，将手语识别技术运用到教学中，更有利于普及和统一标准化手语，为听障群体营造一个良好的学习环境，给聋哑学校教学带来很大的便利，对听障人群的教学与学习起到了重要作用。

第三，就科学和学术而言，手语识别相关技术有利于学者们进一步研究基于计算机视觉的动作识别方法，许多应用程序将受益于手语识别技术，这一趋势广泛拓宽了手语识别的应用范围。对社会的影响也举足轻重。因此，在现有的基础上，探索如何应用并改进目前的手语识别算法以解决手语识别过程中的问题，对于基于计算机视觉的动作识别技术具有重要意义。

**二、课题的基本内容：**

目标检测算法相关介绍，首先综合介绍了基于深度学习的目标检测算 法，其次根据目标检测算法的实现方式，将其分为两阶段和单阶段目标检测算法，并进行了更详细的介绍。最后，对本文使用的 YOLO 系列网络模型进行介绍，为后续章节改进优化提供基础。

基于注意力机制的 YOLO手语识别研究。首先简述了注意力机制 的概念和分类。介绍了 CBAM 注意力机制的原理，同时分析了其所存在的不足，并改进了 CBAM 注意力机制。最后，通过实验表明将改进后的 CBAM 注意力机制融合 在 YOLO 骨干网络中可以提升网络对于目标特征信息提取的能力。

改进 YOLO 的锚框计算方法与损失函数。首先介绍了 YOLO 中锚框的计算方法并对其进行了优化。其次分别介绍了Cross Entropy Loss损失函数和 Lovasz-Softmax Loss 损失函数，同时研究了将两者加权结合使用的效果。最后，通过对 比实验以验证两部分改进内容的有效性。

实验与分析，首先对实验的数据集、实验环境和评价标准进行了介绍。其次，将上述两章改进内容在 YOLO 网络中进行结合，并在 American Sign Language Letters Dataset 数据集上进行了训练及测试，验证了本文改进的手语识别模型具有良好的检测性能。

1. **主要研究思路和方法**

1**，**基于深度学习的目标检测算法

相比于传统的目标检测算法，基于深度学习的目标检测算法利用卷积神经网络直接提取图像的特征，避免了繁琐的手工特征提取过程，使其特别适用于图像特征提取工作。基于深度学习的目标检测算法不仅能够提高目标检测的准确率和识别速度，还可以处理更加复杂和多样化的图像数据。其中基于深度学 习的卷积神经网络(Convolutional Neural Network, CNN)被广泛应用于图像处理领域。 在CNN中，输入数据被分成小块区域，通过前向传播逐层处理，提取图像数据的显著特征。其不仅考虑了不同层之间的联系，同时加入了空间信息，因此在图像识别领域表现优异。卷积神经网络极大地提升了网络对于目标特征提取的能力，具备了速度快、精度高、可移植、鲁棒性强的特点。

2，YOLO 系列相关算法

YOLO 算法，实现了目标区域和目标类别的联合预测， 将两个任务融合成一个，将目标检测任务转换为采用单个卷积神经网络作用在图像上， 从中提取预测物体边界框和类别概率的回归问题，实现神经网络只需要看一次就可以检 测目标类别和位置的想法。YOLO 算法在不断的迭代更新，其中 YOLOv1 奠定了整个 YOLO 系列的基础，后续的 YOLO 算法是对其的不断改进创新。

3，基于注意力机制的YOLO手语识别研究

在 YOLO 算法的 基础上进行改进，将改进后的 CBAM 注意力机制加入到骨干网络中，增强特征空间信息以及通道信息之间的关系，重点关注手势区域特征，以提高手语识别的准确率。

3.1通道注意力机制

通道注意力机制关注输入信号在不同通道之间的相关性，通过学习不同通道的权值，并用权值对不同通道进行多重划分，以增强网络对关键通道域的注意。对于输入的特征图(C H W ) F R × × ∈，基于通道域的注意力通常首先对通道内的信息直接全局平均池化，产生一个通道向量 C FC ∈ R 。

3.2 空间注意力机制

空间注意力可以被视为使神经网络探索输入信息中重要的空间区域的方式。空间注意力机制，通过分配不同的权重来关注关键目标区域的所有空间位置，以获取更多的空间信息。在手语识别任务中，空间注意力机制将网络的关注点聚焦于目标的手部区域，以最小化复杂背景对任务的干扰。

3.3 混合注意力机制

混合注意力机制中分为通道域和空间域，将输入信号同时考虑在两者内，通过通道注意力和空间注意力的串联或并联的方式，形成一个综合的注意力机制。在通道注意力机制的基础上添加空间注意更有助于捕获空间维度的信息，因为其聚焦于特征图上的有效信息的具体位置，能够产生更好的特征描述信息，从而很好地做到补充和完善通道注意力机制的作用。

4. 改进 YOLO 的锚框计算方法与损失函数

首先对锚框(Anchor)计算方法进行改进，使用 K-means++聚类算法提高先验锚盒的尺寸匹配度，使得先验锚框与手语图像匹配地更加精准；其次将 Cross Entropy Loss 损失函数和 Lovasz-Softmax Loss 损失函数加权结合使用，试图让网络在模型训练过程中收敛的更加稳定，以便更好地满足实际应用的需求。

1. **课题的重点拟解决的问题**
2. 基于yolo融合了空间注意力和通道注意力的 CBAM 注意力机制虽然可以提高网络的检测准确率。但由于CBAM中的通道注意对通道特征的空间维度进行了压缩，导致部分通道特征信息的缺失的问题。
3. 为了进一步提高网络的准确性和稳定性，本文首先使用 K-means++聚类算法 代替原始的 K-means 聚类算法，提高了先验锚框的尺寸匹配度，实现先验锚框与目标手语图像的精确匹配。
4. 基于改进 YOLOv5s 的手语识别实验。首先搭建了 YOLO 手语识别任务实验环境。其次将注意力机制、聚类算法和损失函数这三个方面的改进方法进行组合，通过消融实验验证了三个方面的改进方法组合使用的有效性，并与不同网络模型进行了对比实验。
5. **总体安排和进度**

2023.12.01-2023.12.25 选题、课题调研、收集资料、外文翻译、编写开题报告；

2023.12.26-2023.12.29 开题答辩

2024.02.26-2024.03.03 阅读有关书籍或文献、初步构想、论文的初稿撰写；

2024.02.26-2024.03.24 毕业实习

2024.03.25-2024.05.08 详细论证 、中期工作汇报；

2024.05.09-2024.05.31 论文撰写与完善；

2024.06.01-2024.06.04 资料提交上传；

2024.06.05-2024.06.11 指导教师评阅 、评阅教师评阅；

2024.06.12-2024.06.16 毕业论文答辩；

2024.06.17-2024.06.20 毕业设计总结、评优。
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