**机器学习深度学习笔记**

**---2016-11-7**

**解说：深度学习是机器学习的一种。深度学习实际上指的是深度神经网络学习，普通神经网络由于训练代价较高。而深度神经网络由于采用了特殊的训练方法加上一些小tick，可以达到8-10层。**

1. 支持向量机SVM

补习部分：概率部分

**∅**，表示空集，里面没有元素。

**{∅}**，表示集合，里面有一个元素∅，是一个非空集合。

**P(A)**= A所含有样本点数/总体所含样本点数。

**P(A|B),**表示事件A在另外一个事件B已经发生条件下的发生概率。条件概率表示为P（A|B）,读作“在B条件下A的概率”。

**P(AB)**，表示AB同时发生的概率。

**完本事件组**：设S为实验E的样本空间，B1，B2，….Bn为E的一组事件，若

1. Bi ∩ Bj=∅ （i≠j且i、j=1，2，…，n）；
2. B1∪B2∪…∪Bn=S，

称B1，B2……Bn为样本空间S的一个完备事件组。

**全概率公式**：如果事件B1，B2……Bn构成一个完备事件组，即它们两两互不相容，其和为全集，并且P(Bi)大于0，则对任一事件A有P(A)=P(A|B1)\*P(B1) + P(A|B2)\*P(B2) + ... + P(A|Bn)\*P(Bn)。即 ![http://a.hiphotos.baidu.com/baike/s%3D176/sign=51b5e790c75c1038207ecac58413931c/e4dde71190ef76c61f0a1ca19c16fdfaae516764.jpg](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALAAAAAvBAMAAACxqV37AAAAMFBMVEX///+KiorMzMyenp62trYMDAwEBARiYmLm5uYwMDAiIiJQUFBAQEAWFhZ0dHQAAAAmUeWfAAAAAXRSTlMAQObYZgAAA49JREFUWAntVkFoXEUY/rJvN+9l9+1moUVPkr0YipfutRbJO5VAC1kDkoMH96TSQxM8pKJI95B6kJbd0kK7pZgFAyUqZC8KGoQ9GjU29JIWhYRCBUUxaZramGL8/nkzsy85dLebzUX84c1883/ffDvzv3nDAi3iBed2C0VntPfy4TudzWw165VcoZWkM34+XulsYqtZM+47rSSd8Ut+vbOJ/89qqwLTj95UMf6gLXn7ovJ6qHW6fZRTm3oRQfuLaU85PtGe7mmqmCZzUdGfb0dHChsdLGA6t1cWSbyruXtRTWI7OlLY6JDJWc4thdDRPSAufzz5+hoQV9/Xt0Ay1GjljpU2dfe3FpW4BmRWvp+l4qSo/RKSATQpLm4Rd+kXEDoPCfIENuYqFlpdquD9I9lP+EwiTcWMDIcCMdGkuPg1fAl8KFyaxyvTEGTiKH9Kh9X1VfC65H7n8x1SRXhFGa5kxViT4pKsYxH4Tbj3f2JNioJM+H8b1NQlJrwNyZ7g8xn8JWRqRO43dTHWpLj0rmIM+IGcV6iyeUxkw9uxlbG6/vxHqyIol4AzdILf4Og810pjTYpLOeAm+dMsyuoXbLn5ND/k04SMc4Wwj+iOLrylcv0BvIcshuwF+DFVEGND0mXk+MfML/N5EQNs1TbZh9FrN2B1Q7hYw1lwcYhvfLXKdUwAsULPmhgbki6/KIebbD+tzpXUilUmbGRSGFb3gZyeIzQOkCkKl6QmOXv9sRgbkivmXhissVNBOQ/svsmeU6w0VncDjtpVf05OFMNvAMfAN0pjQ9Llc+HwHpDIyYuMr+2q8auKlcbqluGuyX03wnU2hHFrwKi8SBprUlz+Eg6DwDwdG8hU1Fg37pIdGZ23jsHsFI1/ZTUmhI4VkaoDP9PYkHQ5tqnIRM7fCjC5jb6stSIoB2ZkdS9tLlyG0wAuwZkeU/Qobl2BO15PBoZsuvQoe8rSxkn1YWEjKa1L8eeXbPp5jVgKCZIRl4bKAYd0r7r47jcpuYYi0sPoySskja+RNiYZcZnSZFPOBGu+N0JdIgunyXhBiLUxyV0uTaFFAyULuwvCb7e7nuLmFoxnxoDu9OWs9old7Y6hcZl+Tccb9ioy1L76+I6N2r6M/guTz4abaHXcn32rR9SUC/bUPbvDU2fEu24s1zmj+8ZThVi1Ws1331iu8wNZsVznB2KcHj6gUvDGljil/lwq2H7zL6hE9g71CCOZAAAAAElFTkSuQmCC)

**贝叶斯公式**：设B1，B2，…Bn…是一完备事件组，则对任一事件A，P（A）>0，有

![http://b.hiphotos.baidu.com/baike/s%3D280/sign=51f198b6c4fdfc03e178e4b0e43f87a9/aec379310a55b31972c9ec3d44a98226cffc1741.jpg](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAARgAAAAoBAMAAADXrfimAAAAMFBMVEX///+KiorMzMyenp62trYMDAwEBARiYmLm5uYwMDAiIiJQUFBAQEAWFhZ0dHQAAAAmUeWfAAAAAXRSTlMAQObYZgAABkVJREFUWAnFWE1oXFUU/jLTcSaTmUnARXc2G4u46WwEi0LfxiK4aKqLLhQybmIRrFm1okhn0YoUJBFFjBQ76IDUFpsuKqgIs2yrtVlUij+lg1ihUjFtWtva4vM79+fc9+a9NFGhHsh7953vu+edee++c+4X4B/ZeJo9cJkEFSokvWbsoGLbI87hL1c6N85/dbANlPmH40Bjcv8PMuUnOaQtMC/cPDVPrDHuCQECam1UIzhKThg/J/e8E/VZ4Alixas8HMNMn6cq/wZNmSMTlb8E7ChDIWBTJMk4Sl4YnZQzOImRFtAlUr/MwxxK8qurTR4GTJnDs3hasA+VoBBwfkyScZS8MDopZ3AItQVUWkRekRe0DTOSR6PHw4ApszRdWRLskhIUQvnLeUnGUfLC6KScwQ5ORKMDVCbmCC9VPhHSmpYc06bM0ea+vkCbFVcIe/lMmIyj5IXRSdlB5SpOctX1+Nc/BhRuvzMtpMqNDDUwN5x4zqAzbWDoZ2FrEHwzMiHJOEpOmEzchGPN0md9LhGuk/uxjot4sfI9ysxHFnPaAnMT3uhgFzAaoTIZ9/gcNUhhYmhRkvGUbJh00PRVoyXXdd7+47kjbZQX+DkU2nxd4k5ZYL4qH94DTKaJWhyTGaDqwfduSDKekg2TijlwUeuIozqN4qws3eEeNjXFk/1JysR+FM1N+GRKcXyLb7gjUxgEG8G1zWQ8JRtGmMtZtScI10xpHPf05RHtxkP0XBF3ypSJsygvFif4ZMZRj+PrTKMnTFl4TwI7JBlPGQyjVdtXaXVIhFH+HBbgDr7gy+phZqzwbOUxroJFcadMmZXLWD+2h8ls4fqN4+2JICPzwI9MxlNCmN9uf/4uw73kazMTZvrtRBnngj2wTe5YaNVuRth5q3DkmbkmHuUqmBV30pSJB6+deAvFHnCR+IU/x0MQnH4b5Rfnq5GnhDDlFr7jb5zX2hxxMqt1oozTYY2PN9hRYHgsXKZHjjlCwptpRN6RMfOrAVJCGC6rT/k+Q22OSGW1TpRxO5nHtTri4Ewb9eR1auyY9ceBhRQQgrhkSAlhWDxOAa/B12bhSLVOlHGNVtMRB1uBe5PXqbFjlsYw1EwBXALu2iVDSgjDj4ML4lepB/v65AlHqnWijLvZrKHEkjZ4n4AFZjE47ShAHglhZiL5/r+Gr82SjFRrsIzXp6amnvdTljuvirTc5AH/lkfep+cQF60t30zGVGsp43fdfjF3PAtfm5mMqdZSxr2NxsvZoqfwNS/HWbUf0o1pH8HXZiZjqvX/8mQOm2S4ZlxtZjKsBDv4S1nG7/aauW6SeRm+NlcjW62ljOfauPW6Uy7FO7Wl6MAj8J6HvUccG69Ny+V6Ld/VyFZrU8Y9U87Jzf3xPGVw4IVz575tmSnaY5yOCBIBCpHIMF0vNRIUdmMx1ma+JmuDZRxhcy8Koepo4bSB9QB9c609xuuIjnHLIUBGaHRVagTKkHk+YG3WZBZ0vhuEzb0ohOyWfsS+cWFrj/E6IkiEABmhwWSc1AgU9MwdWZt9MpkyzlqUVAgNO8NMc4eptr/SHuN1xCWPyN7Vth8rNJiMkxqBgj3KdoNMGecXVkoohDWtwRn4vedd2mO8jtjsEdmb2fZjhQaTcVIjUJS7/CBs7o1CyNnSl6742dpjvI5gbwHui3hQyAqNrkoNQyFhVRY290Yh5Ox/i7d9IO0xRkfQK71lbyy4QlZodK3UcBSeVmeNlvC4/bUKIUcZ4CkfSXuM0REUNdJbTscxjwrZMF0rNRzFz1/xLM2dH5FXCHlPxjBET2mPGRYdUWibJzMZx/MJyAqNrpUajiJ3WJVVe0KreYWQowxKkTAYF4dlIPsSPsjdMmRvwfk4Zp4KlYzQ6KYoQl2V6b7fKoSwpdfZF3Xke4zRESJqpLesi/9oAwrZMN0URQOsMNB9v1UIOcqgst2E4K21xxgdIaJG8mxMfpCAXJhuirJCDhnYb+7Dlt5TpMECr/PWzvgijFHUDPYWD5l/+ZCUQ7Fz73xc6+B6hra+TddQj3GduR6Do1mJ4CGfTA7FR7nTuebAsKX37CNmSxcxrreeHZxpZ3uLg3wyeRQf5Q7nSmTBZoazy5joKW977GArsr3FQZ6ZR/HYfzlv/deT/wb+LmsYifhTdQAAAABJRU5ErkJggg==)

若只有两个事件A，B，那么，![http://h.hiphotos.baidu.com/baike/s%3D113/sign=2835f4587c1ed21b7dc92ae49e6fddae/b64543a98226cffcb1b6da18b8014a90f703eaf8.jpg](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHEAAAAoBAMAAAA70QjcAAAAMFBMVEX///+KiorMzMyenp62trYMDAwEBARiYmLm5uYwMDAiIiJQUFBAQEAWFhZ0dHQAAAAmUeWfAAAAAXRSTlMAQObYZgAAAjdJREFUSA2VlLFP20AUxr+GpAlREiH1D8BLO3ukYiD/QdlYkEqXDEyZEGqHdkBdzVQRCSGGk5DaimQJAyweEWqlblXLEjEwICGF0qqgItF3Pp/z7pzD8ZNyfvfe99nO+acHTBoFLvT4xp1f3h1uAetScAw0Xm6f4syt5p3yCn6g2KPS1G9a+ggGVd5357VdHKDaJEH9ipYOSr2q75azTrWHr3gvC29OaVlC4DdCuc2MxwNSX5Csstih9bqyj+JKpksKgia97xdKaoM+ULj70EblZiLni/kd4BNJn2KWTmlY+QnIo8qOcyn5Tr+Pne47lL9hoYnrbBspTqRqj562SWeD6RAL/oTP/Cyd9D9LHuiw6m28BX7JWhSarTm19dRFrX/l5TVwRB80RDBTeIXikEomWyJN1/M/bZI9Q+22ibV/he5yx0djk0omW8JFF70qi+kZ2phskXM8XY/kg5Ooy8xki5wOusLERskTuTHZIqeDrg3u9OXGZEuM6Kq3Wq1VLrdzky2Rgy6TLZGm635sDG22RA66TLbEiK7M/2myJRhd9okgRtRTDZMtCEYXc2pE04OvFN8H9D1lRHSpNFrLevylBl/CVuyM6GLOBNE0mmEsi50RXcyZIJpGc4PJKI3oYqUEUQeaTGqlGtE8g0/dQiOaZ/App0Y0z+BTTj3+8gw+5dSI2oNPdR9aNaKjwfeQmvU0ouPRZEJHWvJUw0bTIWdljaiNJpO40lA1bDRdclaPEbXRZIqJ0v8THOKljBbuxQAAAABJRU5ErkJggg==)

西格玛：符号是∑，表示求和

例如1+2+3+4+......+100=5050可以写成

Sigma（大写Σ，小写σ）。

加法法则：P(AUB)=P(A)+P(B)-P(AB)

导数：导数(Derivative)是微积分中的主要概念。函数y=f(x)在x0点的导数f'(x0)的几何意义：表示函数曲线在点P0(x0,f(x0))处的切线的斜率（导数的几何意义是该函数曲线在这一点上的切线斜率）。

1. 概念

通俗来讲，它是一种二类分类模型，其基本模型定义为特征空间上的间隔最大的线性分类器，即支持向量机的学习策略便是间隔最大化。

1. 对回归的认识

回归问题，属于有监督学习中的一种方法，该方法的核心思想是从离散的统计数据中得到数据模型，然后将该数学模型用于预测或者分类。

线性回归假设特征和结果满足线性关系。其实线性关系的表达能力非常强大，每个特征对结果的影响强弱可以由前面的参数体现，而且每个特征变量可以首先映射到一个函数，然后再参与线性计算，这样就可以表达特征与结果之间的非线性关系。

1. KNN最近邻