嗯，首先，我们有一堆节点，短时间内视他们为静态：

我们需要对它们进行定位，同时希望定位及决策的速度快一些，于是决定选一些leader出来，每个leader节点会组织离自己一定范围内的节点进行互相定位（由近及远）：

每个节点的定位至少由另外3个节点完成（第一个三角形除外），这样可以保证可以定出正确的方位。

然而上位机可能无法完全感知到所有节点的存在，我们需要随机指定一个初始的leader节点，并由它指定下一个leader节点：
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以实际情况决定每个leader节点所管辖的范围半径（可以由上位机指定，按实际应用需求确定）

以上步骤的具体实现：

1. leader节点广播
2. 各节点反馈（可以附加上随机的时间增量），测量距离
3. leader节点选定需要的子节点
4. leader节点选定下一任leader节点，最理想的下一任应该是2倍半径处的节点
5. 广播这些决定，属于它的子节点转变接收模式，不再响应别的leader节点的号召
6. 此leader节点组织子节点进行互相定位
7. 下一任leader节点重复此步骤

优势：

在节点较多的系统中，此方案可以减少大量的时间，因为此时可以不再同一时间只有一个节点参与定位，而是多个子系统同时在内部进行定位，得出部分节点的相对位置。这样时间主要都花费在leader节点的流转中，较全部节点逐一定位要快速得多。

当前面的leader节点已经完成了内部定位之后，可以互相之间进行定位，以确定每个小图形的相对位置：
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于是我们知道了图形的边界。也许有某些节点没有响应最后的leader节点的探测（如距离太远），我们用边界节点（当然也可以只用临近边界的leader节点）再探测一次：
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然后我们就有全部可以联系到的节点组成的图了：
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这时，我们需要对整个图的方向进行定位，例如我们需要知道哪边是北。我们可以让任意数个节点做已知方向的相对运动（利用电子罗盘等工具），那么它们相对于整体的运动方向就可以确定，于是整体的方向就出来了，当前的分布情况定位就基本完成了。

当我们需要组建新的图形时，使用leader节点的另一好处就体现了出来，可以直接据此对目标图形进行分析，例如目标图形是这样的，我们可以直接对应地切割：
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然后分配给每个leader，每个leader再对子节点进行调度，这样如果算法复杂度较高，可以很好地节省时间（类似于分治法）。这里使用的算法可以抽象出来专门进行优化研究（与leader将分配到的子图与子节点对应的算法类似）。算法的执行者可以是上位机，也可以是任何一个leader节点。

至此，整个算法已经基本完成。

最后，如果实际统计到的节点数目与给定的总图不同，我们需要上位机做出决策进行修改，因为大方针的指定只能由一个个体完成，协同合作极有可能出现混乱：

假如我们的当前状态与目标分别为：

那么我们需要决策：改成五角星呢，还是使用六芒星的其中5个顶点呢？而此项工作只能由某一个个体决定，指挥中心（上位机）将会是合适的选择。